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AB S T R AC T

The spectral energy distributions and mid-infrared spectra of 44 carbon Mira

variables are fitted using a dust radiative transfer model. The pulsation periods of

these stars cover the entire range observed for carbon Miras. The luminosities are

derived from a period–luminosity relation. Parameters derived are the distance, the

temperature of the dust at the inner radius, the dust mass-loss rate and the ratio of

silicon carbide to amorphous carbon dust. The total mass-loss rate is derived from

a modified relation between the photon momentum transfer rate (L /c) and the

momentum transfer rate of the wind (Ṁvl). Mass-loss rates between 1Å10Ð8 and

4Å10Ð5 M> yrÐ1 are found. We find good correlations between mass-loss rate and

pulsation period (log Ṁ\4.08 log PÐ16.54), and between mass-loss rate and

luminosity (log Ṁ\3.94 log L Ð20.79). These relations are not independent, as we

assumed a P–L relation. If we had assumed a constant luminosity for all stars, there

still would be a significant relation between Ṁ and P. The dust-to-gas ratio appears

to be almost constant up to periods of about 500 d, corresponding to about 7900 L>,

and then to increase by a factor of 5 towards longer periods and higher luminosities.

A comparison is made with radiation-hydrodynamical calculations including dust

formation. The mass-loss rates predicted by these models are consistent with those

derived in this paper. The main discrepancy is in the predicted expansion velocities

for models with luminosities below 15000 L>. The radiation-hydrodynamical

calculations predict expansion velocities which are significantly too large. This is

related to the fact that these models need to be calculated with a large C/O ratio to

get an outflow in the first place. Such a large C/O ratio is contrary to observational

evidence. It indicates that a principal physical ingredient in these radiation-

hydrodynamical calculations is still missing. Possibly the winds are ‘clumpy’, which

may lead to dust formation on a local scale, or there is an additional outwards

directed force, possibly radiation pressure on molecules.

Key words: stars: AGB and post-AGB – stars: carbon – circumstellar matter – stars:

mass-loss – stars: variables: other – infrared: stars.

1 I N T R O D U C T I O N

One of the main characteristics of asymptotic giant branch

(AGB) stars is their large mass-loss rate. Dust grains form

in the cool expanding circumstellar envelope, absorb optical

radiation and re-emit it in the infrared. Most previous

studies of dust shells around AGB stars concentrated on

oxygen-rich Miras and OH/IR stars (e.g. Rowan-Robinson

& Harris 1983a; Bedijn 1987; Schutte & Tielens 1989; Justa-

nont & Tieles 1992; Griffin 1993; Le Sidaner & Le Bertre

1993) or on the well-known carbon star IRC+10216 (e.g.

Mitchell & Robinson 1980; Le Bertre 1987; Martin &

Rogers 1987; Griffin 1990; Orofino et al. 1990; Danchi et al.

1994; Winters et al. 1994; Bagnulo, Doyle & Griffin 1995;

Ivezić & Elitzur 1996; Groenewegen 1997a).wE-mail: groen@mpa-garching.mpg.de



Rowan-Robinson & Harris (1983b) considered a sample

of 44 carbon stars, but no IRAS and Low Resolution Spec-

trograph (LRS) data were available at the time. Rowan-

Robinson et al. (1986) fitted the spectral energy

distributions (SEDs) of five carbon stars, fixing the dust

temperature at the inner radius at 1000 K. They also

assumed a dust absorption law of 1lÐ1 for all wavelengths,

without considering the presence of silicon carbide (SiC),

which has a feature near 11.3 lm. Le Bertre (1988b) fitted

three carbon stars. Chan & Kwok (1990) fitted SEDs of 145

carbon stars with an LRS classification of 4n (indicating SiC

emission), and they therefore missed some carbon stars with

weak SiC emission (which sometimes have an LRS\1n

classification) and extreme carbon stars which have an

LRS\2n classification. They fixed the dust temperature at

the inner radius at 1500 K and included only SiC dust in

their model. Lorenz-Martins & Lefèvre (1993, 1994) fitted

nine and 32 carbon stars, respectively. In their 1993 paper

they used the same inner radius for both SiC and amor-

phous carbon (AMC) grains. In their 1994 paper they

allowed for different inner radii for the two dust species. In

a recent paper Lorenz-Martins (1996) fitted eight J-type

carbon stars.

In Groenewegen (1995a, hereafter G95) the SEDs and

LRS spectra of 21 carbon stars were fitted, concentrating on

‘infrared’ carbon stars, i.e., those with thick dust shells. Dif-

ferent types of SiC were tested, and it was concluded that in

18 of 21 cases a-SiC fitted the observed feature. The inner

radii for SiC and for AMC were taken to be identical. In

agreement with the results of Lorenz-Martins & Lefèvre

(1993, 1994), it was found that the radio SiC/AMC

decreases with increasing optical depth of the shell.

In the present paper we concentrate on carbon-rich Mira

variables (from now on we mean carbon-rich Miras by the

term Miras unless otherwise noted). The main advantage of

using Miras is that the period–luminosity relation provides

reasonably accurate distances for such stars, largely elimi-

nating the uncertainty of some of the fitted parameters on

distance. Secondly, using Miras enables a study to be made

of the relation between mass-loss rate and pulsation period,

or mass-loss rate and luminosity, which is important from an

evolutionary point of view. To this end we took the 10 stars

from G95 with measured pulsation periods, and selected 34

other stars from the literature to cover the entire known

range of periods for Miras.

As preliminary results indicated that the mass-loss rate of

Miras with periods below 400 d may be lower than that

expected from an extrapolation of the results for longer

periods (Groenewegen 1995b, c), emphasis was put on the

selection of short-period Miras.

The paper is organized as follows. In Section 2 the radia-

tive transfer model is introduced. In Section 3 the period–

luminosity relation is presented. In Section 4 new

observations are discussed. In Section 5 the fits to the SEDs

and LRS spectra are presented. In Section 6 the final values

of the mass-loss rate and dust-to-gas ratio are derived, and

the results are discussed in Section 7.

2 T H E  M O D E L

The radiative transfer model of Groenewegen (1993) is

used. This model was developed to handle non-r2 density

distributions in spherically symmetric dust shells. It simulta-

neously solves the radiative transfer equation and the ther-

mal balance equation for the dust.

When the input spectrum of the central source is fixed,

the shape of the SED is exclusively determined by the dust

optical depth, defined by

tl\h
router
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pa2Ql nd(r) dr

\5.405Å108
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where x\r/rc, Ṁ(r)\ṀR(x), and v(r)\vlw(x). The normal-

ized mass-loss rate profile R(x) and the normalized velocity

law w(x) should obey R(1)\1 and w(l)\1, respectively.

In the case of a constant mass-loss rate and a constant

velocity, the integral in equation (1) is essentially unity,

since xmax is always much larger than 1. The symbols and

units in equation (1) are: the (present-day) mass-loss rate Ṁ

in M> yrÐ1, C the dust-to-gas mass ratio (assumed constant

with radius), Ql the extinction coefficient, a the grain size in

cm (the model assumes a single grain size), R
* 

the stellar

radius in R>, vl the terminal velocity of the dust in km sÐ1,

rd the dust grain specific density in g cmÐ3, rc the inner dust

radius in units of stellar radii, and xmax the outer radius in

units of rc. It should be noted that from the model fitting

only the dust mass-loss rate can be determined, i.e.,

ṀÅC.

In a detailed study of IRC+10216 (Groenewegen 1997a)

it was found that including a velocity law to calculate the

density, i.e., 1/[r2
v(r)], gave somewhat worse results that

using a simple rÐ1 law. It was argued that since the dust-to-

gas ratio is also an increasing function of radius, the two

effects tend to cancel. Fully consistent models (Winters

1994) lend some support to this idea. A constant velocity is

therefore assumed as well as a constant mass-loss rate. On

the other hand, if some specific velocity law were adopted,

then this would simply lead to a rescaling of the mass-loss

rate in such a way as to obtain the same optical depth as with

a constant velocity.

Unless otherwise specified, the outer radius is deter-

mined in the model by a dust temperature of 20 K, and a

grain specific density of rd\2.0 g cmÐ3 is adopted.

In most models the terminal velocity of the dust is

assumed to be equal to that of the gas. This, however,

neglects the drift velocity of the dust with respect to the gas

(vdust\vgas+vdrift), which may be estimated from (e.g. Kwan

& Hill 1977)

vdrift\1.43Å10Ð4Å&LQF(r)vgas

l

Ṁ '
0.5

km sÐ1, (2)

where vgas

l is the terminal velocity of the gas; L is the stellar

luminosity in solar units, and QF(r) is the flux-weighted

extinction coefficient, defined as QF(r)\qFl(r)Ql dl/

qFl(r) dl. In Section 6 the influence of the drift velocity on

the mass-loss rates is discussed.

The central star is represented by a blackbody, modified

to allow for the characteristic absorption feature in carbon

stars at 3.1 lm due to HCN and C2H 2 (e.g. Ridgway, Carbon

& Hall 1978):
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Bl(Teff) exp 8ÐA exp &Ð2lÐl0

Dl 3
2

' 9 , (3)

with l0\3.1 lm. This novelty is introduced to enable a

direct fit to the observed 2–4 lm spectra of some stars.

Following Groenewegen, de Jong & Geballe (1994), values

of A\4.605 and Dl\0.075 lm are adopted. The value of A

provides a flux in the 3.1-lm feature which is 1 per cent of

the continuum in a star without a circumstellar shell.

For the dust composition a combination of AMC and SiC

grains is assumed. For simplicity, a single condensation tem-

perature is used. In principle, SiC and AMC could have

different temperature profiles, but to take this into account

requires two additional free parameters (a second conden-

sation temperature and dust-to-gas ratio). Since the abun-

dance of SiC is found to be small, the simplification of the

temperature profile seems to be justified. In equation (1)

the value of Ql /a is calculated from Ql /a\x(Ql /

a)SiC+(1Ðx) (Ql /a)AMC, where x(b [0, 1]) is determined by

the fit to the LRS spectrum. The absorption coefficient for

AMC is calculated from the optical constants listed in Rou-

leau & Martin (1991) for their AC1-species.

It was shown in G95 that most of the SiC features can be

fitted with a-SiC (Pégourié 1988). The optical constants

from that paper are therefore adopted.

Beam effects are taken into account. This is especially

important for longer wavelengths (lz50 lm), where the

emission becomes extended relative to the typical beams

used in far-infrared observations. In particular, for ls7 lm

a Gaussian beam with a full-width at half-maximum

(FWHM) of 20 arcsec is assumed (typical of near-infrared

observations). In the range 7sls140 lm the beam effects

of the IRAS detectors are taken into account (for details see

Groenewegen 1993). For la140 lm a Gaussian beam of

FWHM\18.5 arcsec is assumed, representative of the far-

infrared observations to which the model is compared.

In the models the calculated energy distribution is con-

volved with the spectral response of the IRAS filters (Table

II.C.5 of the Explanatory Supplement) to compare the pre-

dicted flux densities directly to the flux densities listed in the

IRAS Point Source or Faint Source Catalogs.

3 P E R I O D–LU M I N O S I T Y  R E L AT I O N

To estimate the luminosity from the pulsation periods we

use the period–luminosity (P–L ) relation from Groenewe-

gen & Whitelock (1996):

Mbol\Ð2.59 log P+2.02. (4)

This relation was derived for carbon Miras in the Large

Magellanic Cloud, and was shifted by the distance modulus

of 18.5 mag to obtain the P–L relation for carbon Miras in

our Galaxy. The relation was derived for periods below

520 d, but new data for likely carbon-rich Miras with periods

up to 900 d in the LMC appear to lie on an extrapolation

(Groenewegen et al. 1997). Equation (4) is therefore used

for all periods to obtain the luminosity (Table 2, col-

umn 5).

The derived distances and dust mass-loss rates (see Table

2) depend on the assumed luminosity, so that D;ZL , and

Ṁ;ZL .

4 O B S E RVAT I O N S

The models are fitted to the observed SEDs and mid-infra-

red spectra. Most of the data come from the literature (see

column 10 in Table 2). However, some new or previously

unpublished data are also used as constraints, in particular

for some of the stars with few published photometric, or

poor mid-infrared spectroscopic data.

Mid-infrared spectra of R CMi, TV Vel, V Cru,

VX Gem, ZZ Gem and R Ori were taken on 1994 Novem-

ber 25–27 with the UCL infrared cooled grating array spec-

trometer (for details see Aitken & Roche 1982) mounted at

the f/36 Cassegrain focus of the 3.9-m Anglo-Australian

Telescope (AAT). We used a circular aperture of 4.2-arcsec

diameter, while the (optical) seeing was in the range 1.0–1.5

arcsec for most of the time. The 8.0 to 13.0 lm window was

covered with 25 detectors, resulting in an effective resolu-

tion of l/Dl250. The grating was stepped once, offset by

one and a half detector widths, providing an oversampled

(50 data point) spectrum, which was subsequently

smoothed. Chopping, with a frequency of 12.5 Hz, and

beam-switching were employed, each using a throw of 15

arcsec in declination. The pointing of the telescope was

regularly verified on a bright nearby star. The observations

were obtained through cirrus clouds, and this is reflected by

the large error bars. Flux calibration and correction for

telluric absorption were made by reference to the F0 II star

a Car.

Mid-infrared spectra were obtained of RT Gem on 1995

January 12, of V Aur and R CMi on 1995 January 14, and of

CN Per and UV Aur on 1995 August 21, respectively. The

common-user instrument CGS3 was used at the 3.8-m

UKIRT telescope under photometric conditions during ser-

vice observing. The spectra were wavelength-calibrated

using a Kr lamp; the accuracy of the fit is 0.01 lm rms. Flux

calibration and correction for telluric absorption were made

by reference to BS 1708 (for UV Aur, V Aur and CN Per)

and BS 2990 (for RT Gem and R CMi).

Table 1 lists JHKL magnitudes for six of the stars under

discussion, obtained on the 0.75-, 1.0- or 1.9-m telescopes at

SAAO as specified in the table. The photometry is on the

SAAO system as defined by Carter (1990). It is accurate to

better than ¹0.03 mag at JHK and better than ¹0.05 mag

at L . Note that a small number of the older measurements

of R CMi and TV Vel were reported by Catchpole et al.

(1979). The measurements listed here differ slightly from

those in the earlier paper as they have been corrected to

Carter’s improved values for the standard stars.

CN Per was observed on 1996 August 8 with the 1.5-m

Carlos Sanchez telescope at the Teide Observatory on the

island of Tenerife, with the following result: J\7.02,

H\5.81, K\4.98.

5 T H E  F I T T I N G  P R O C E D U R E

In Table 2 some general parameters of the stars are listed.

The sample is a selection of Miras, ranging from stars with

low-to-moderate mass-loss rates to the reddest carbon stars

known. The stars have been selected for the availability of as

many flux determinations over as large a wavelength region

as possible, and cover the whole range of known Mira

periods.

20 M. A. T. Groenewegen et al.
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Table 2 lists the IRAS and GCVS names, the pulsation

period, the full amplitude in the K bound when available,

the luminosity derived from equation (4), the galactic

coordinates, the interstellar extinction in the V band (see

below), the terminal gas velocity of the envelope, and the

references to the photometry used to construct the SEDs.

LRS spectra are either taken from the LRS atlas (1986), or

from the data base available at the University of Calgary.

The LRS spectra are corrected according to Cohen, Walker

& Witteborn (1992). No LRS spectra are available for

Y Per, R Ori and RT Gem. Y Per is nevertheless included,

as it is the carbon Mira with the shortest pulsation period.

For RT Gem a UKIRT 7–13 lm spectrum is available, and

for R Ori an AAT spectrum.

The interstellar extinction at V was estimated, either from

Neckel & Klare (1980) (who list observed values of A V as a

function of galactic coordinates and distance) for stars with

!b !x7°. 6, or from Burnstein & Heiles (1982) for those with

!b !z10°. Parenago’s (1940) model was used for those stars

outside of the range covered by these two papers, and to

obtain a second estimate for those in range (see Groenewe-

gen et al. 1992 for the exact form). The estimates of A V

usually agree, and the adopted values are listed in

Table 2.

The fitting procedure is as follows. Typically, four values

for the dust temperature at the inner radius (T inn) are

chosen. The mass-loss rate (assumed constant) is varied to

fit the (shape of the) SED and mid-infrared spectra. The

distance is determined by demanding that the predicted and

observed mean near-infrared magnitudes agree. The SiC

feature is fitted by changing the (mass) ratio SiC/AMC. This

last step is straightforward, since the strength of the SiC

feature turns out to scale linearly with the adopted SiC/

AMC ratio. In choosing the best value for T inn , equal weight

is given to the fits of the SED and the LRS spectrum. If

necessary, the aforementioned steps are repeated for the

final choice of T inn . For most stars the default value of

2500 K for the effective temperature of the central star gives

good results. For some stars a different value gives better

results. The formal errors in the mass-loss rate and T inn are

estimated to be 20 per cent (3s).

For two stars interferometric visibility curves are fitted as

well. IRC+10216 is discussed in detail in Groenewegen

(1997a). A best-fitting grain size of 0.16 lm was derived. For

IRAS 15194Ð51125 the K- and L -band visibility curves as

presented by Lopez et al. (1993) were fitted. A best-fitting

grain size of 0.10 lm is derived.

The best-fitting models are shown in Figs 1–43, except

that of CW Leo which is extensively discussed in Groenewe-

gen (1997a). The spectra have been corrected for inter-

stellar extinction using A V from Table 2 and the interstellar

extinction curve of Cardelli, Clayton & Mathis (1989). The

corresponding model parameters are included in Table 3,

which lists the IRAS name, the temperature of the dust at

the inner radius, the effective temperature of the central

stars, the dust mass-loss rate (assuming the standard values

for the dust opacity dust-to-gas ratio, and furthermore

assuming that the dust velocity equals the gas velocity,

thereby neglecting the drift velocity; see Section 6), the

inner dust radius, the ratio of SiC to AMC, the derived

distance for the assumed luminosity from Table 2, the opti-

cal depth at 11.33 and 0.5 lm, the flux-weighted optical

Table 1. SAAO near-infrared photometry.
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Table 2. The programme stars.

(a) Between parentheses the references for the pulsation period: 1\GCVS (Kholopov et al. 1985), 2\Jones et

al. (1990), 3\Le Bertre (1992), 4\SIMBAD data base, 5\Joyce et al. 1997, in preparation.

(b) Full amplitude in the K band.

(c) Between parentheses the references for the gas expansion velocity: 1\average of values in Loup et al. (1993),

2\Groenewegen et al. (1996a), 3\Groenewegen et al. (1996b) 4\Nyman et al. (1993b), (5) Sahai & Liechti

(1995), (6)\not available, a value of 10 km sÐ1 has been adopted. Uncertain values are indicated by a colon.

(d) References for the photometry used: 1\Alknis (1980), 2\Altenhoff, Thum & Wendker (1994), 3\Barnes

(19973), 4\Bergeat et al. (1976), 5\Bergeat & Lunel (1980), 6\Catchpole et al. (1979), 7\Celis (1982),

8\Cohen & Kuhi (1977), 9\Cohen (1984), 10\Dyck, Lockwood & Capps (1974), 11\Eggen (1975),

12\Epchtein et al. (1987), 13\Epchtein, Le Bertre & Lépine (1990), 14\Forrest, Gillett & Stein (1975),

15\Fouqué et al. (1992), 16\Gehrz & Hackwell (1976), 17\Gehrz et al. (1984), 18\Gillett, Merrill & Stein

(1971), 19\Gosnell, Hudson & Puetter (1979), 20\Grasdalen et al. (1983), 21\Groenewegen & de Jong

(1993), 22\Groenewegen, de Jong & Baas (1993), 23\Groenewegen et al. (1994), 24\Groenewegen (1997a),

25\Guglielmo et al. (1993), 26\Hackwell (1972), 27\Jones et al. (1990), 28\Jørgensen & Westerlund (1988),

29\Joyce et al. (1997, in preparation), 30\Kholopov et al. (1985), 31\Landolt (1968), 32\Landolt (1969a),

33\Landolt (1969b), 34\Landolt (1973), 35\Lázano et al. (1994), 36\Le Bertre (1988a), 37\Le Bertre

(1992), 38\Lebofsky & Rieke (1977), 39\Lebofsky et al. (1978), 40\Lockwood (1972), 41\Lockwood (1974),

42\Lockwood (1985), 43\Low et al. (1976), 44\Meadows, Good & Wolstencroft (1987), 45\Merrill & Stein

(1976), 46\Munari et al. (1992), 47\Neugebauer & Leighton (1969), 48\Ney & Merrill (1980), 49\Nicolet

(1978), 50\Noguchi et al. (1981), 51\Olson & Richer (1975), 52\Omont et al. (1996, private communication),

53\Price & Murdock (1983), 54\Richer (1971), 55\Simon (1976), 56\Strecker & Ney (1974), 57\Sopka et

al. (1985), 58\Walker (1979), 59\Whitelock et al. (1997), 60\Woolf (1973), 61\this paper. In addition, the

IRAS PSC or FSC flux densities and IRS spectra (when available), corrected according to Cohen et al. (1992), or

newly obtained mid-IR spectra (see Section 4) are used.
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depth (defined as tF(r)\qFl(r)tl dl/qFl(r) dl), the flux-

weighted extinction coefficient for a grain size of 0.1 lm,

and a remarks column which usually gives the number in the

AFGL catalogue, as an alternative for the GCVS name

listed in Table 2.

The derived dust mass-loss rates are subject to the follow-

ing systematic effects. Following equation (1), the mass-loss

rate scales like 1R
*
vl /kl, where kl is the dust opacity. For

Figure 1. IRAS 01144+6658 (AFGL 190). The remaining part

of this caption refers to Figs 1–43 in general. The model is

represented by the solid line, the observations by the symbols and

the histogram, in the case of the LRS spectra. The submillimetre

data have error bars. Observations at minimum and maximum light

are connected. Upper limits are indicated by a g. There usually is a

kink in the model curve beyond 200 lm, which is due to beam

effects.

Figure 2. IRAS 02032+5636 (CN Per). The 8–13 lm spectrum

represents the (unscaled) UKIRT spectrum.

Figure 3. IRAS 02270Ð2619 (R For).

Figure 4. IRAS 02293+5749 (AFGL 341).



a constant effective temperature, the derived dust mass-loss

rates (and derived distances) scale like ZL . The opacity at

60 lm for the adopted absorption coefficient (k\3Q/4ard)

is 68 cm2 gÐ1. This is about a factor of 2 lower than the

usually quoted value of 1160 cm2 gÐ1 (see, e.g., Jura 1986).

Since the mass-loss rate scales like kÐ1, the values quoted in

Table 3 may be systematically too high by about a factor

of 2.

The fits to the SEDs and mid-IR spectra are generally of

good quality. Problems can arise when there is little obser-

vational data (e.g., CN Per; Fig. 2). The bad fits may in some

cases also be due to the simple blackbody approximation for

the emission from the central star, in particular when the

mass-loss rate is small and the photospheric contribution to

the total flux becomes important.

As found in G95, the a-SiC opacity provides good fits to

the observed features in most cases. When it does not, the

observed feature peaks at shorter wavelengths [e.g., AFGL

24 M. A. T. Groenewegen et al.
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Figure 5. IRAS 03229+4721 (AFGL 489).

Figure 6. IRAS 03243+4400 (Y Per).

Figure 7. IRAS 03488+3943 (AFGL 527).

Figure 8. IRAS 04562+0803 (R Ori). The line with the error bars

represents the AAT spectrum.



489 (Fig. 5), R Lep (Fig. 9)]. A special case is that of the

reddest stars, like AFGL 190 and 3068. There have been

claims that the SiC feature goes into absorption (Jones et al.

1978; Lequeux & Jourdain de Muizon 1990; Justtanont et

al. 1996) for such stars. For comparison, AFGL 3068 (Fig.

42) is fitted with pure AMC, while for AFGL 190 (Fig. 1) an

attempt was made to fit the LRS spectrum with AMC plus

SiC. It is clear that neither model fits well. There may be SiC

present in both circumstellar shells, but apparently the

standard absorption coefficient, which is very successful in

explaining most other observed features, does not work

here. Note that in other stars which have comparably large

optical depths [e.g., AFGL 865 (Fig. 11), AFGL 2494 (Fig.

33), or AFGL 2513 (Fig. 34)] a small fraction of SiC is

required to obtain good fits to the LRS spectra.
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Figure 9. IRAS 04573Ð1452 (R Lep).

Figure 10. IRAS 05185+3227 (UV Aur). The 8–13 lm spectrum

represents the UKIRT spectrum scaled by a factor of 1.8.

Figure 11. IRAS 06012+0328 (AFGL 865).

Figure 12. IRAS 06202+4743 (V Aur). The 8–13 lm spectrum

represents the (unscaled) UKIRT spectrum.



6 T H E  T O TAL  M AS S -L O S S  R AT E  AN D 

D U S T-T O -G AS  R AT I O

From the radiative transfer modelling the dust mass-loss

rate has been derived. The values listed in Table 3 assume

an opacity at 60 lm of 68 cm2 gÐ1 and a dust velocity equal

to the gas velocity. In this section the total mass-loss rate,

the correction for the drift velocity, and the dust-to-gas ratio

are estimated.

The gas mass-loss rate can be derived, e.g., from CO

observations. In a parallel study we have obtained new CO

observations and their analyses will be presented in a sepa-

rate paper. Here, the total mass-loss rate will be derived

from equations similar to those in Ivezić & Elitzur (1995)

and Netzer & Elitzur (1993), which are exact if radiation

pressure is the force that drives the outflow (also see

Appendix A):
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Figure 13. IRAS 06209+2503 (ZZ Gem). The 8–13 lm spectrum

represents the (unscaled) AAT spectrum.

Figure 14. IRAS 06230Ð0930 (AFGL 935).

Figure 15. IRAS 06342Ð0328 (AFGL 971).

Figure 16. IRAS 06436+1840 (RT Gem). The 8–13 lm spectrum

represents the (unscaled) UKIRT spectrum.



Ṁ\2.02Å10Ð8tF

L

vlÐv0 21Ð
1

G3 M> yrÐ1, (5)

where tF is the flux-weighted optical depth at infinity, L is

the luminosity in solar units, vl is the terminal gas velocity,

v0 is the gas velocity, in km sÐ1, at the dust condensation

radius, and G is the ratio of radiation pressure to gravita-

tional pull. The mass-loss rate can be derived when G is

known. Its relation to physical quantities can be written

down exactly (see Appendix A), but it is then in a form

which is not suitable for practical calculations. In Appendix

A an approximation is made which leads to the following

form:

G\

3QF(l)LC

16pardcGM
*

vl

vl+vdrift

, (6)
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Figure 17. IRAS 06529+0626 (CL Mon).

Figure 18. IRAS 07059+1006 (R CMi). The 8–13 lm spectrum

represents the UKIRT spectrum scaled by a factor of 0.75.

Figure 19. IRAS 07065Ð7256 (R Vol).

Figure 20. IRAS 07098Ð2012 (AFGL 1085).



where c is the speed of light, G is the gravitational constant,

and M
* 

is the mass of the star; the other symbols have been

defined previously. This approximation should yield accu-

rate results when G is large, so its precise value does not

influence the derivation of the mass-loss rate. For small

values of G the accuracy may be less, but the results should

still be more realistic than those obtained by assuming that

G is large.

We also define a quantity y0 as follows:

y0=1Ð2 v
2

0

v
2

lÐv
2

03 (7)

and

Y=2 (1ÐZ1Ðy0)/y0. (8)
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Figure 21. IRAS 07099+1441 (VX Gem). The 8–13 lm spectrum

represents the AAT observations scaled by a factor of 1.5.

Figure 22. IRAS 08434Ð2801 (R Pyx).

Figure 23. IRAS 10324Ð5358 (TV Vel). The 8–13 lm spectrum

represents the AAT observations scaled by a factor of 0.66.

Figure 24. IRAS 12447+0425 (RU Vir).



The derivation of the mass-loss rate and dust-to-gas ratio

then proceeds as follows.

(i) Choose values for the grain size (a), the opacity at 60

lm (k), the mass of the star (M
*

), and the gas velocity (v0)

at the condensation point. Calculate the effective absorp-

tion coefficient by multiplying the value in Table 3 by (a/

0.1Åk/68), and the dust mass-loss rate by multiplying the

value in Table 3 by (k/68), and divide by Y (equation 8) to

get the first-order correction for the effect of the dust velo-

city law (this is explained in Appendix A). Initially set G to

a large value.

(ii) Calculate the mass-loss rate using equation (5) with

the values of L , vl and tF from Tables 2 and 3.

(iii) Calculate the drift velocity (vdrift) from equation (2).

(iv) Calculate the dust mass-loss rate, by multiplying the

value found under step (i) by (vl+vdrift)/vl, and then the

resulting dust-to-gas ratio (C).
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Figure 25. IRAS 12536Ð5737 (V Cru).

Figure 26. IRAS 15194Ð5115.

Figure 27. IRAS 15477+3943 (V CrB).

Figure 28. IRAS 16239Ð1218 (V Oph).



(v) Calculate G from equation (6).

(vi) Go to step (ii), and iterate until the value of G has

converged.

This procedure can be followed for all stars, except those

without detected gas expansion velocity, and those for

which no dust mass-loss rate could be derived.

Models have been run using this procedure for five dif-

ferent sets of parameters: model A, with the default param-

eters a\0.1 lm, k60\68 cm2 gÐ1, M
*
\0.6 M>, v0\1 km

sÐ1, and models with a\0.01 lm (model B), k60\150 cm2

gÐ1 (model C), M
*
\0.8 M> (model D) and v0\3 km sÐ1

(model E). The results are collected in Table 4, where the

mass-loss rate, the dust-to-gas ratio, G and the drift velocity

are listed.

The effect of lowering the grain size is primarily to lower

Q, as Q/a is approximately constant. This reduces the drift
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Figure 29. IRAS 17556+5813 (T Dra).

Figure 30. IRAS 19008+0726 (AFGL 2310).

Figure 31. IRAS 19175Ð0807 (AFGL 2368).

Figure 32. IRAS 19321+2757 (AFGL 2417).



velocity. The dust mass-loss rate, and hence C, change

slightly due to the different drift velocity. G remains con-

stant, however, as the same term with the drift velocity

(vl+vdrift) appears in equation (6). The effect of increasing

k60 is first of all to increase Q. This leads to higher drift

velocities. A second effect is that the dust mass-loss rate

(even apart from the change in the drift velocity) must

decrease, to keep the optical depth constant (equation 1). G

remains constant, as the direct effects of the change in Q

and C cancel, as well as the secondary effect due to the

change in vdrift . The effect of increasing M
* 

is to lower G,

which lowers the mass-loss rate, which in turn changes the

drift velocity and C. The effect of increasing v0 is to increase

the mass-loss rate, which in turn affects all other param-

eters.
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Figure 33. IRAS 19594+4047 (AFGL 2494).

Figure 34. IRAS 20072+3116 (AFGL 2513).

Figure 35. IRAS 20085Ð1425 (R Cap).

Figure 36. IRAS 20396+4757 (V Cyg).



7 D I S C U S S I O N

7.1 Mass-loss rate and dust-to-gas ratio

In Fig. 44 the mass-loss rates and dust-to-gas ratios as

derived from model A in Table 4 are plotted against pulsa-

tion period and luminosity (the filled squares). There is a

good correlation between log Ṁ and log L and log P over

the entire range. Least-squares fitting on the 36 data points

gives the following results:

log Ṁ\(4.08¹0.41) log PÐ(16.54¹1.10) s\0.27, (9)

and

log Ṁ\(3.94¹0.28) log L Ð(20.79¹1.10) s\0.28.

(10)

The results for models B–E are insignificantly different. As

we assumed a P–L relation from the start, these relations

are not independent. If we had assumed a constant lumino-
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Figure 37. IRAS 20570+2714 (AFGL 2686).

Figure 38. IRAS 21035+5136 (AFGL 2704).

Figure 39. IRAS 21262+7000 (AX Cep).

Figure 40. IRAS 21320+3850 (AFGL 2781).



sity for all stars, we still would have found a significant

relation between mass-loss rate and pulsation period.

Whitelock (1990) and Whitelock et al. (1994) derived the

mass-loss rates for oxygen-rich Miras in the Galactic Bulge

and at high galactic latitude, respectively. The dashed poly-

gon in Fig. 44 indicates the region wherein most of the

former sample is located, while the dotted polygon indicates

the region wherein most of the latter sample is located.

The relations for oxygen-rich and carbon Miras appear to

be similar. There are some caveats, however. The mass-loss

rates for the oxygen-rich Miras were not derived from

model fits to the SEDs, but from Jura’s (1987) formula

which relates mass-loss rate to the IRAS flux, luminosity,

mean wavelength of the emergent light, dust-to-gas ratio

and expansion velocity. Whitelock assumed a constant dust-

to-gas ratio and a constant expansion velocity for all of the

stars in a given sample. As we show below, the dust-to-gas

ratio for carbon stars appears to be a function of period, and

there is a large spread in expansion velocity at a given

period. If the same holds for oxygen-rich stars, then there

will be systematic uncertainties in the derived mass-loss

rates of the two samples of oxygen-rich Miras.

The dust-to-gas ratio appears to be rather constant at a

value of 0.0025 up to P2500 d, or L 27900 L>, and then to

increase markedly to values up to 0.015. AFGL 3068

appears to have an extremely high dust-to-gas ratio of about

0.02. The absolute values of the derived ratio depend some-

what on the model (see Table 4), but the trend remains the

same.

Fig. 45 shows the relation between the mass-loss rate and

the amplitude of variability in the K band. As is well known,

larger amplitude implies larger mass-loss rate. A least-

squares fit, excluding the open symbols which represent the

stars for which no mass-loss rate could be derived, and the

two stars at Ṁ210Ð7 M> yrÐ1, is

log Ṁ\(0.62¹0.07)DKÐ(6.12¹0.10) s\0.14. (11)

A similar plot for oxygen-rich Miras was shown by White-

lock (1990) and Whitelock et al. (1994) for the samples of

oxygen-rich stars discussed above. The dashed polygon indi-

cates the region within which most of the Galactic bulge

stars are located, and the dotted polygon the region within

which most of the high-latitude Miras are located. There is

considerable overlap between these regions.
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Figure 41. IRAS 22036+3315 (RZ Peg).

Figure 42. IRAS 23166+1655 (AFGL 3068).

Figure 43. IRAS 23320+4316 (AFGL 3116).



For some stars, and some models, the drift velocities are

larger than 20 km sÐ1. This is the approximate limit where

sputtering is thought to destroy dust grains (Salpeter 1977),

although Krüger & Sedlmayr (1997) put the limit at 40 km

sÐ1. As can be seen from Table 4, and as discussed above,

smaller grains than the default value of 0.1 lm make the

drift velocity smaller. This has no influence on the mass-loss

rate, and a small effect on the dust-to-gas ratios.

7.2 Expansion velocity

Fig. 46 shows the observed expansion velocity plotted versus

luminosity and pulsation period. The correlation is poor. A

similar result was found by Wood (1990) for oxygen-rich

Miras, although he nevertheless had the courage to fit a

straight line through his data points: the dotted line in Fig.

46. Lépine, Ortiz & Epchtein (1995) found a relatively good

correlation for OH/IR stars with periods up to 700 d, shown

as the dashed line in Fig. 46.

In order to make a more general comparison between

oxygen-rich and carbon-rich Miras, we selected from the

literature data on the CO and/or OH expansion velocities of

oxygen-rich Miras and OH/IR stars with known periods.

More details on the selection procedure can be found in

Appendix B. The results are plotted as the dots in the bot-

tom panel of Fig. 46.

There is a good deal of overlap between the regions

occupied by oxygen-rich and carbon-rich stars, although for

periods below 600 d the carbon stars appear to lie system-

atically above the oxygen-rich Miras. For large periods the

expansion velocities seem to level off. For both oxygen- and

carbon-rich stars there is a scatter of up to a factor of 2 in

velocity at a given period.
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Table 3. The fitted parameters.

(a) Dust mass rate assuming a dust opacity at 60 lm of 68 cm2 gÐ1 and a dust velocity equal to the gas

velocity.

(b) x is the mass ratio of SiC to AMC (see Section 2).

(c) For a\0.1 lm, and scales like QF1a.



7.3 Comparison with theoretical models

Two groups (Berlin and Vienna) calculate radiation-hydro-

dynamical models of the atmospheres and circumstellar

shells of carbon-rich, long-period variables which include

dust formation (see Höfner et al. 1996 for details and a

comparison between the two groups). In this section we

compare selected models with our derived parameters.

From the Vienna group we take the models of Höfner &

Dorfi (1997). As pulsation period and luminosity are inde-

pendent variables in these models, some combinations they

calculate are not in agreement with the P–L relation we use

in this paper. We therefore restrict ourselves to the follow-

ing models (in their notation): P1, P2, P4, P5 (650 d,

10 000 L>), R5, R5C (295 d, 5000 L>), R7, R7C20, R7C18

(390 d, 7000 L>). In all cases the stellar mass is 1 M> in

these models. The differences between the models of a

given period and luminosity are the C/O ratio (for the 295-

and 390-d models) and/or the effective temperature.

From the Berlin group we take the following models from

Fleischer, Gauger & Sedlmayr (1992) and Arndt, Fleischer

& Sedlmayr (1997), again only those with luminosities in

accordance with our adopted P–L relation. In their notation

these are: from Fleischer et al. models A (350 d, 4590 L>),

B (322 d, 4310 L>), C (400 d, 6500 L>), E (650 d,

10 000 L>), F (900 d, 15 500 L>); from Arndt et al. models

2, 4, 9, 13–19, 22–24, 26–29 (all these 17 models with 650 d,

10 000 L>), 34 (350 d, 5000 L>), 35 (400 d, 8500 L>), 36–37

(650 d, 10 000 L>), 40 (400 d, 5000 L>), 41–43 (350 d,

5000 L>), 44 (350 d, 5500 L>), 47 (650 d, 10 000 L>). Again

the differences between models with the same period and

luminosity are in stellar mass, effective temperature, C/O

ratio and/or piston velocity amplitude. Additionally, we take

the models specifically designed to fit IRC+10216 (Win-

ters, Fleischer & Sedlmayr 1997; 650 d, 24 000 L>), which is

a combination of period and luminosity that does not fit our

P–L relation, and AFGL 3068 (Fleischer et al. 1997; 696 d,

13 000 L>). Note that the models were not all calculated
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Table 4. Final results.

(a) Model A is the standard model with a\0.1 lm, k60\68 cm2 gÐ1, M
*
\0.6 M> and v0\1 km sÐ1. Model B has a\0.01 lm, model C

has k60\150 cm2 gÐ1, model D has M
*
\0.8 M>, and model E has v0\3 km sÐ1. All other parameters are unchanged with respect to

model A.

(b) Mass-loss rates are in units of 10Ð6 M> yrÐ1.

(c) Dust-to-gas ratios are in units of 0.01.

(d) Drift velocities in km sÐ1.



with exactly the same physics (see Arndt et al. 1997 for

details).

All of the models provide mass-loss rates, time-averaged

dust-to-gas ratios and expansion velocities. The model

results are plotted as the open squares (Vienna models) and

open circles (Berlin models) in Figs 44 and 46.

In general, the mass-loss rates that these models predict

are in good agreement with observed values derived in the

present paper (Fig. 44), the exception being the models
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Figure 44. Mass-loss rate and dust-to-gas ratio, according to model A in Table 4, versus pulsation period and luminosity (filled squares). The

crosses plotted at a mass-loss rate of 2Å10Ð9 M> yrÐ1 ande C\0 are stars without measured expansion velocity or for which no dust mass-

loss rate could be derived. The solid lines are least-squares fits (see equations 9 and 10). The dashed and dotted polygons indicate regions

occupied by different samples of oxygen-rich Miras (see text). The open squares and circles represent selected models from radiation-

hydrodynamical calculations including dust formation from the Vienna and Berlin groups, respectively (see text).

Figure 45. Mass-loss rate according to model A in Table 4, versus

amplitude in the K band. The crosses plotted at a mass-loss rate of

2Å10Ð9 M> yrÐ1 are stars for which no dust mass-loss rate could be

derived. The solid line is a least-squares fit (see equation 11). The

dashed and dotted polygons represent the area where oxygen-rich

stars in the Galactic Bulge and at high galactic latitude are located

(see text).

Figure 46. Observed expansion velocity plotted versus luminosity

and pulsation period. The dashed and dotted lines are expressions

in the literature for oxygen-rich stars (see text). The open squares

and circles represent radiation-hydrodynamical model calculations

(see text). The dots represent observed values of expansion veloci-

ties based on CO or OH observations for oxygen-rich Miras and

OH/IR stars (see text).



specifically designed to fit IRC+10216 (Winters et al. 1997)

and AFGL 3068 (Fleischer et al. 1997). Apart from having

a luminosity inconsistent with the P–L relation, their pro-

posed mass-loss rate of 1.2Å10Ð4 M> yrÐ1 for IRC+10216

is larger than the upper limit of 4Å10Ð5 yrÐ1 derived by

Keady & Ridgway (1993) from the non-detection of the H 2

S(1) rotation line of 17.0 lm. We find a mass-loss rate of

(1.1–1.3)Å10Ð5 M> yrÐ1.

Regarding the dust-to-gas ratio there is good agreement

for short periods and low luminosities, in particular if one

considers that there may be systematic uncertainties due to

the uncertainty in the absolute values of the dust opacity.

For longer periods and higher luminosity there is a system-

atic difference in the sense that the theoretical models pre-

dict similar, and observations suggest higher, dust-to-gas

ratios than at shorter periods.

Regarding the expansion velocities (Fig. 46), one notices

that the theoretical models predict velocities for short-

period/low-luminosity Miras which are too large compared

with observations. This could be partly because the theoreti-

cal models neglect the drift velocity and thus predict the

dust velocity, while the velocity which is observed is that of

the gas. On the other hand, it is also clear that the C/O ratio

predominantly determines the final velocity in the theoreti-

cal models. This is nicely demonstrated by the Vienna

models at 7000 L>, or 390 d. As the C/O ratio goes up from

1.8 to 2.0 to 2.5, the expansion velocity goes up from 7 to 21

to 33 km sÐ1, with all other parameters remaining the same.

The observations therefore suggest a C/O ratio between 1.8

and 2.0 for stars of these luminosities. The two Berlin

models at 5000 L> (periods of 350 and 400 d) are in good

agreement with the observations. They are calculated with

C/O ratios of 1.50 and 1.60. At the shortest periods, the two

Vienna models are calculated with C/O ratios of 2.30 and

2.50. The observations therefore imply C/O ratios smaller

than about 2. At the lowest luminosities the four Berlin

models are calculated with C/O ratios of 1.50 and 1.70.

Again the observations imply C/O ratios smaller than this.

This is consistent with the C/O ratios determined in 30

carbon-rich semiregular and irregular variables with little or

no dust by Lambert et al. (1986), who find that the largest C/

O ratio is 1.6, and 50 per cent of the stars in their sample

have C/O s1.1. An increase of the C/O ratio with lumino-

sity is also consistent with an evolutionary picture in which

stars with higher luminosity evolve from stars of higher

initial mass; these have experienced more thermal pulses

and thus dredged-up more carbon (see the scenario by

Groenewegen et al. 1995).

The reason why the Berlin and Vienna groups calculate

models with low luminosity only for large C/O ratios is that

only under these conditions do their models predict out-

flows. This reveals a limitation of the current state of model-

ling. It could imply there is an additional outward-directed

force besides radiation pressure on dust, possibly radiation

pressure on molecules (Jørgensen & Johnson 1992), acous-

tic waves (Pijpers & Habing 1989), or Alfvén waves (Hart-

mann & MacGregor 1980). Alternatively, the flow may not

be homogeneous, but clumpy, which could lead to localized

dust formation. Clumpy structures are seen in the CO

emission around the carbon stars with detached shells

(e.g. Bergman, Carlström & Olofsson 1993; Olofsson et al.

1996).

7.4 Colour versus optical depth

The procedure outlined in Section 6 to obtain the mass-loss

rate and dust-to-gas ratio, under the assumption that mass-

loss is driven by radiation pressure on dust, requires know-

ledge of the flux-weighted optical depth, tF . Unless one does

the radiative transfer modelling, this quantity is unknown.

Ivezić & Elitzur (1995) proposed a calibration of tF against

(vFv)60 /F, not only for carbon-rich dust but also for silicate

dust. In Fig. 47 tF is plotted against (vFv)60 /F, JÐK, KÐL p
and 12Ð25 colour. The relation suggested by Ivezić & Elit-

zur (1995) is represented by the solid line. Our results differ

significantly from their best fit. The reason is not immedia-

tely obvious. One reason for the discrepancy is that their

line is intended to fit not only their results for a grain

mixture of SiC and AMC (in a fixed ratio of 1:4), but also

silicates+AME, olivine+silicates, and pure silicates and

AMC. Their result for a mixture of SiC+AMC lies above

the general fit and is also curved, similar to our result.
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Figure 47. The flux-weighted optical depth versus (vFv)60 /F, JÐK,

KÐL p and 12–25 synthetic colours (dereddened). The solid line in

the top panel is the relation suggested by Ivezić & Elitzur (1995).



Nevertheless, the differences in Fig. 47 are larger than can

be accounted for by this effect alone.

7.5 Colour versus period relations

In a recent paper, Lepine et al. (1995) discussed some rela-

tions between colours and pulsation period and/or lumino-

sity for OH/IR stars. Here we attempt to extend this to a

larger sample of oxygen-rich stars and make a comparison

with the carbon star sample.

In order to circumvent the effect of variability, and the

different photometric systems on which the infrared data

were taken, we did not take the original observational data,

but instead convolved our final model fits of the carbon stars

with the ESO JHKL pM and IRAS photometric filter

response curves, and applied the appropriate zero-points to

obtain unreddened synthetic colours (see Groenewegen

1997b).

For the oxygen-rich stars this is not possible, and there-

fore the observed colours are shown without reddening cor-

rection. The sample selection of the oxygen-rich Miras and

OH/IR stars is discussed in Appendix B. It is important to

note that only photometry on the ESO system is plotted.

In Fig. 48 the synthetic colours of the carbon stars (open

squares), and the observed colours for the oxygen-rich

Miras and OH/IR stars (dots) are plotted against pulsation

period (bottom three panels); these are all on the IRAS and

ESO systems. There is a clear trend that redder colours are

associated with longer periods. In fact, for periods longer

than 450 d one may make a rough estimate of the period

from the colours, if a given carbon star is thought to be a

Mira variable but its period has not been determined. This

could be particularly useful in statistical studies when large

sets of infrared photometry are available of stars (e.g., the

up-coming large-scale DENIS and 2MASS infrared sur-

veys) for which no periods will generally be available.

The oxygen-rich and carbon stars behave similarly in the

JÐK and KÐL p colour plots, but there is a significant offset

in the 12Ð25 colour. This is due to the strong silicate

emission feature in oxygen-rich stars with optically thin

shells. In the top panel of Fig. 48 the 12Ð25 versus KÐL p
colour–colour plot is shown (e.g. Epchtein et al. 1987). As

shown in that paper, and confirmed here, oxygen-rich and

carbon stars separate nicely in this colour–colour diagram.

In practice, this means that in statistical studies one can use

the 12–25 versus K–L p plots, or similar colour–colour plots,

to distinguish carbon stars from oxygen-rich stars, and then

use the colour versus period plots to infer the period. One

could then use a P–L relation to obtain the luminosity, and

thus derive a distance estimate from the observed flux and a

suitable bolometric correction (e.g. Groenewegen 1997b).
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Figure 48. [KÐL p] versus [12Ð25] colour–colour diagram, and

[JÐK], [KÐL p] and [12Ð25] colour versus pulsation period. The

open squares represent the carbon Miras from the present sample,

with dereddened synthetic colours. The dots represent observa-

tions of known oxygen-rich Miras and OH/IR stars (see text). The

segments marked ‘O2’, ‘O3’ and ‘C’ indicate regions predominantly

occupied by oxygen-rich and carbon stars, respectively (see Epch-

tein et al. 1987). The arrows mark the shift in colour when cor-

rected for an A V of 10 mag.
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AP P E N D I X  A:  A  S E L F-C O N S I S T E N T 

D E T E R M I N AT I O N  O F  M AS S -L O S S  R AT E 

AN D  E XP AN S I O N  VE L O C I T Y?

There has been much debate on the meaning and applic-

ability of the formula Ṁ\L /(cvl). It has been argued that

the true mass-loss rate must be lower than that derived from

this equation (see, e.g., Jura 1984, Zuckerman & Dyck 1986

and Vassiliadis & Wood 1993). However, this is not the case

(see Salpeter 1974 and Gail & Sedlmayr 1986).

Recently, Netzer & Elitzur (1993) and Ivezić & Elitzur

(1995) showed that Ṁ [v(r)Ðv(rinner)]\tF(r)L/c, or

Ṁvl\tF(L/c) (1Ð1/G) (when gravity is included) are the

correct formula, where G is the ratio of the radiative to

gravitational force.

In these equations, the gas velocity is usually assumed to

be known, e.g., taken from CO and/or OH observations. In

other words, if G were known, and the flux-weighted optical

depth derived from radiative transfer modelling, the mass-

loss rate could be calculated.

As shown below, the value of G can be written down

exactly, but is then in a form not suitable for practical appli-

cation. A second point discussed below is that the same

basic force equation can be solved to give the velocity struc-

ture. Since the terminal velocity of the wind is known from

observations, this in principle gives a constraint on the

radial dependence of the opacity in the wind.

The momentum equation for the gas, assuming that the

outward force is radiation pressure, is

rv

dv

dr
\

kF L

4pr2c
Ð

rGM
*

r2
, (A1)



where kF is the flux-averaged absorption coefficient at

radius r. With mass conservation, this can be rewritten as

Ṁ
dv

dr
\

L

c
kFÐ4pGM

*
r. (A2)

The only quantities that depend on r are v, kF and r; all the

others are constant. Integration gives

Ṁ(vÐv0)\
L

c
tF(r)Ð4pGM

* h
r

r0

r dr, (A3)

where r0 and v0 are the radius and velocity at the inner

boundary and tF(r)\qr

r0
kF(r) dr. Taking the rhl limit

gives

Ṁ(vlÐv0)\tF

L

c &1Ð
1

G(1)' , (A4)

where tF\tF(rhl) and

G(1)
\

L

4pcGM
*

ql
r0

kF(r) dr

ql
r0

r dr
. (A5)

This relation is exact.

Alternatively, equation (A1) can be rewritten as

v

dv

dr
\

xF L

4pr2c
Ð

GM
*

r2
, (A6)

where xF is the flux-average of xv\kv /r, the absorption

coefficient per unit mass. This gives 

dv
2

dr
\

2GM
*

r2
[G(2)Ð1], (A7)

where

G(2)
\

L

4pcGM
*

kF(r)

r(r)
. (A8)

G(2) can be rewritten using the definition of kF\pa2QF nd(r)

and the continuity equation for the dust

[Ṁd\4pr2nd(r)m dvd(r)] and the gas [Ṁ\4pr2rv(r)] as

G\

3QF LCv(r)

16pardcGM
*
vd(r)

, (A9)

where nd(r) is the dust particle number density, and

m d\
4
3pa3rd , the mass of a single dust particle.

Equation (A7) can be solved to give

v
2Ðv

2

0\

L

2pc h
r

r0

xF dr

r2
Ð2GM

* 21r0

Ð
1

r3 , (A10)

again an exact result within the model assumptions.

From equation (A10), the velocity at infinity can be writ-

ten as

v
2

lÐv
2

0\

2GM
*

r0

[G(3)Ð1], (A11)

where

G(3)
\

L

4pcGM
*
h

l

r0

r0

xF(r)

r2
dr. (A12)

Equations (A1) and (A6) are completely equivalent, and so

are their solutions (A3) and (A10). In other words, back-

substituting the velocity solution v(r) from equation (A10)

in equation (A3) should give an identity.

Direct application of equation (A4) to derive the mass-

loss rate is hindered by the fact that G depends on integral

quantities that are unknown. Below an approximation is

introduced to circumvent this. It is explicitly verified that

with this approximation the self-consistency between equa-

tions (A4) and (A11) is not violated.

Assuming that G(2) (or simply G hereafter) is independent

of radial distance, equation (A7) can be integrated, using

v\v0 at r\r0 as a boundary condition (see, e.g., Habing et

al. 1994):

v
2(r)\v

2

0+2GM
*

(GÐ1) 2 1

r0

Ð
1

r3 , (A13)

from which it follows that the terminal gas velocity is

vtheory\Xv
2

0+
2GM

*
r0

(GÐ1) . (A14)

Next the dust velocity law needs to be derived. Its radial

dependence should be very similar to equation (A13) to

fulfil the requirement that G is independent of radius, as we

will replace QF(r) by QF(l). However, we need to manipu-

late equation (A13) to arrive at an equation that can be

integrated analytically. As v0 should be important only close

to r0, equation (A13) is written in the form

v
2

d(r)\v
2

0 2r0

r3+(v2

theoryÐv
2

0) 21Ð
r0

r3 , (A15)

where the ‘fudge-factor’ (r0/r) gives the exact formula for

r\r0. Rearranging terms, the shape of the dust velocity law

can be written as (also see Habing, Tignon & Tielens

1994):

vd(r)\vd(l) XxÐy0

x
, (A16)

with x\r/r0, and y0 defined as

y0\1Ð
v

2

0

v
2

lÐv
2

0

. (A17)

The continuity equation of the dust specifies that

Ṁd\4pr2
vd(r)nd(r)m d . (A18)

Combined with the definition of the optical depth

tl\h
l

r0

pa2Qlnd(r) dr, (A19)

it follows that
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tl\

(3Ql /4ard)Ṁd

4pvd(l)r0 h
l

1

1

Z(xÐy0)/x

1

x2
dx. (A20)

The integral can be evaluated analytically, and the result is

Y=(2/y0) (1ÐZ1Ðy0). Now we are ready to proceed.

By construction the radial dependence of the gas and dust

velocity are essentially equal, and v(r)/vd(r) is replaced by

v(l)/vd(l). Using the definition of the dust-to-gas ratio

(C\Ṁd /Ṁ ), G can be written as

G\

(3QF(l)/4ard)Lvl

4pcGM
*
vd(l)

Ṁd

Ṁ
. (A21)

For the dust mass-loss rate, we invert equation (A19) and

substitute it in equation (A21):

G\

QFtlLr0vl

QlcGM
8
Y

1

Ṁ
. (A22)

For the mass-loss rate, we now substitute equation (A4),

with G(1) replaced by G:

Ṁ\tF

L/c

vlÐv0 21Ð
1

G3 . (A23)

This results in:

GÐ1\2QFtl

QltF3 r0vl(vlÐv0)

GM
*

Y
. (A24)

The first term between parentheses is identical to unity,

because tl1Ql, and similarly for the flux-weighted quan-

tity. Substituting the expression for G into equation (A14)

gives

vtheory\
Zv

2

0+vl(vlÐv0)y0 /(1ÐZ1Ðy0) . (A25)

One can make an expansion in (v0 /vl) and show that

vtheory\vl Z1+1
2(v0 /vl)3+Q[(v0 /vl)4] . (A26)

This shows that, for the given approximations for G, equa-

tions (A14) and (A24) are self-consistent to a very high

degree.

As the model fits were made taking a constant velocity

while the approach to calculate the mass-loss rate requires a

certain dust velocity law, a correction to the originally

derived dust mass-loss rates must be made. As the fits to the

SEDs depend exclusively on the optical depth, this implies

that the dust mass-loss rates listed in Table 3 have to be

divided by Y, following equation (A20).
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AP P E N D I X  B:  S E L E C T I O N  O F  A  S AM P L E 

O F  O XYG E N -R I C H  M I R AS  AN D  O H /I R 

S TAR S

To compare some observational properties of carbon stars

and oxygen-rich stars, a sample of oxygen-rich Miras and

OH/IR stars is constructed. The primary interest is in

period, near-infrared photometry on the ESO system, and

expansion velocity.

For practical purposes the data gathering was done in two

steps, namely that regarding optical Miras and that concern-

ing OH/IR stars. One of us (FK) selected from the fourth

edition of the GCVS all oxygen-rich confirmed Miras with

confirmed periods with an IRAS FQUAL\3 detection at 12

and 25 lm. This sample amounts to 1138 stars. For 133 of

these JHKL pM photometry is available on the ESO system.

The photometry is taken from a data base compiled by one

of the authors (FK). For 32 stars the expansion velocity

based on CO data is available from Loup et al. (1993), and

for another 16 from Groenewegen et al. (1996b). To have a

larger sample of expansion velocities, OH data were con-

sidered. This search was helped by the information provided

by Drs J. Lepine and R. Ortiz, who provided their data base

on OH/IR stars (private communication; Lepine et al. 1995;

Ortiz & Maciel 1996). This provided expansion velocities

for 83 oxygen-rich Miras, 64 of which have no CO velocity.

When both are available, the CO velocity is preferred. The

OH velocity is multiplied by a factor of 1.12, for reasons

discussed below.

Regarding the OH/IR stars, the first step was to search

the literature for pulsation periods. This search was also

helped by the information provided by Drs Lepine and

Ortiz, but done independently. Periods were taken from

Engels, Schultz & Sherwood (1981), Engels et al. (1983),

Lockwood (1985), Jones et al. (1990), Le Bertre (1993),

Whitelock et al. (1994), Chapman, Habing & Killeen

(1995), Gaylard & West (1995), Jiminez-Esteban et al.

(1997) and Joyce et al. (1997, in preparation). Searches

specifically aimed at finding OH/IR stars in the Galactic

Bulge are excluded, as the associated photometry may be

more susceptible to interstellar extinction than the presum-

ably local sample selected now.

Stars already in the GCVS sample were excluded. 92 stars

remain. Near-infrared photometry on the ESO system was

compiled for 70 stars (Engels et al. 1981, 1983; Fouqué et al.

1992; Guglielmo et al. 1993; Le Bertre 1993; Nyman, Hall &

Le Bertre 1993a), as well as CO velocities for 35 stars (Loup

et al. 1993) and OH velocities for 67 stars (te Lintel Hekkert

et al. 1989, 1990; Le Squeren et al. 1992; Sivagnanam et al.

1994), when available. Note that in some cases the OH

profiles show only one peak, in which case no OH expansion

velocity is available.

It is common to derive the CO expansion velocities from

half the width at zero intensity, while it is common to derive

the OH expansion velocity as half the width between the two

peaks. The latter underestimates the true terminal velocity.

From 22 stars with both CO and OH velocity, the geometric

mean value of v(CO)/v(OH) is 1.12. The CO velocity is

preferred over the OH velocity. When no CO velocity is

available, the OH velocity multiplied by 1.12 is used.


