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Synthetic AGB evolution
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Abstract. We have constructed a model to calculate in a syn-
thetic way the evolution of stars on the asymptotic giant branch
(AGB). The evolution is started at the first thermal pulse (TP) and
is terminated when the envelope mass has been lost due to mass
loss or when the core mass reaches the Chandrasekhar mass.

Our model is more realistic than previous synthetic evolution
models in that more physics has been included. The variation of
the luminosity during the interpulse period is taken into ac-
count as well as the fact that, initially, the first few pulses are not
yet at full amplitude and that the luminosity is lower than given
by the standard core-mass—luminosity relations. Most of the
relations used are metallicity dependent to be able to make
a realistic comparison with stars of different metallicity. The
effects of first, second and third dredge-up are taken into account.
The effect of hot bottom burning (HBB) is included in an approx-
imate way. Mass loss on the AGB is included through a Reimers
Law. We also included mass loss prior to the AGB.

The free parameters in our calculations are the minimum core
mass for dredge-up (M Mi"), the third dredge-up efficiency (1) and
three mass loss scaling parameters (/rgs, HeaGB> HAGB)-

The model has been applied to the LMC using a recent
determination of the age-metallicity and star formation rate
(SFR) for the LMC. The observed carbon star luminosity func-
tion and the observed ratio of oxygen-rich to carbon-rich AGB
stars in the LMC acted as constraints to the model.

Several models are calculated to demonstrate the effects of the
various parameters. A model with M™"=0.58M,, 1=0.75,
nrce="0.86, nacs ="Eacs =3, including HBB reproduces the ob-
servations quite well. It is possible that the amount of carbon
formed after a TP is higher than the standard value of X, =0.22.
As long as 41X ;,=0.165 the model fits the observations. It is
difficult to discriminate between a higher X, and a higher A.
Third dredge-up needs to be more efficient and must start at
lower core masses than commonly predicted to account for the
observed carbon star LF. It is suggested that evolutionary calcu-
lations have been performed with mixing-length parameters
which are too small.

The adopted mass loss rate coefficients correspond to a pre-
AGB mass loss of 0.20M  for a 1M and 1.8 M, for a SM, star.
The low mass stars lose this on the RGB, the high mass stars in
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the core helium burning phase when they reach high luminosities
before the TP-AGB. The Reimers coefficient on the AGB
(nags=15) corresponds to a mass loss rate of 1.0 10" %M 5 yr ! at
the first TP for an initially 1M star with LMC abundances.

These high mass loss rates are necessary to fit the initial-final
mass relation and the high luminosity tail of the carbon star LF.
The lifetime of the massive stars with these high mass loss rates
are in good agreement with the observed number of massive
AGB stars and their progenitors, the Cepheid variables. We
suggest that the core mass at the first TP for massive stars has
previously been overestimated because their evolution was cal-
culated neglecting pre-AGB mass loss.

Observationally the distribution of !3C enriched carbon stars
in the LMC is bimodal. There is a small number (~0.1%) of
high—luminosity (Mp, < —5) J-type stars and a larger (~ 10%)
number of low—luminosity (M, > —4.75) J-type stars. The differ-
ence in relative numbers as well as the gap in luminosity between
the two distributions suggst a different evolutionary origin. The
low-luminosity J-type stars may be related to the R-stars in the
Galactic bulge which have luminosities between 0 <My, < —3
indicating an origin at luminosities below the AGB.

The small number of high-luminosity J-type carbon stars can
be explained by HBB. Given the uncertainty in the observed LF
and our approximate treatment of HBB the agreement is good.
We predict that about 1% of M and S stars are enriched in 3C
(and '#N).

We considered the effect of “obscuration”, when stars lose
so much mass that they become optically invisible. Based on
V-band, I-band and IRAS data of Reid et al. (1990) and a radi-
ative transfer model we find that at most 3% of all carbon stars
brighter than My, = —6 could have been missed in optical sur-
veys. Using our model we derive that the overall effect of ob-
scuration of carbon stars is negligible (~0.1%).

The predicted average final mass (M;=0.59M ) is in good
agreement with the observed value (0.60 +0.02M ). We predict
for our LMC model that stars with initial masses larger than
1.2-1.4M, turn into carbon stars directly and that stars initially
more massive than about 1.5M 4 pass through an intermediate
S-star phase before becoming carbon stars. This is consistent
with the observation of carbon stars and S-stars in LMC clusters.

The predicted birth rate of AGB stars is found to be in
agreement with the death rate of Cepheids and the clump stars.
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The birth rate of planetary nebulae (PN) is a factor of 2 lower
than the death rate of AGB stars suggesting that low mass stars
(M £1.1M) may not become PN.

Key words: stars: carbon — stars: evolution — stars: late type
— stars: mass loss — Magellanic Clouds

1. Introduction

Stars in the main sequence mass range 0.9M o <M, <8M go
through a double-shell burning phase, also refered to as the
asymptotic giant branch (hereafter simply AGB) phase, at the end
of their life. In this phase carbon is dredged up to the surface after
each thermal pulse (TP), also referred to as a Helium shell flash,
by convective dredge-up. By mixing additional carbon into the
envelope a star can be transformed from a M-star phase (oxygen-
rich), to a S-star phase (carbon about equal to oxygen) or a C-star
phase (carbon outnumbering oxygen).

Although this general principle is well understood (see e.g. the
review by Iben & Renzini 1983; hereafter IR) many problems
remain. Progress in this field has been slow however because it is
very (computer) time consuming to calculate an AGB-model
using stellar evolution codes. For example, it takes about 2000
models to calculate one TP and the following interpulse period
for one set of parameters. To explore the influence of metallicity
or mass loss in this way is a formidable task. Finally, to calculate
a consistent AGB-model one would have to evolve it from the
main sequence to the red giant phase and to the AGB. A consist-
ent set of models including the latest physics, with a sufficient
narrow grid in stellar mass, metallicities and mass loss rates is not
available and will probably not be available for some years to
come.

To make progress in our understanding of stellar evolution
on the AGB it is therefore useful to turn to “synthetic” AGB-
evolution. In synthetic evolution one uses empirical laws, derived
from “exact” model calculations, to calculate the evolution of an
AGB star. The predicted results, e.g. final masses or luminosity
functions (LF) can than be compared to observations. This can
provide information about quantities such as the mass loss rate
on the AGB or the minimum core mass for dredge-up.

The first to use synthetic evolution models for the AGB were
Iben & Truran (1978; hereafter IT). They were primarily interest-
ed in the abundances of the s-process elements. The most well
known study is probably that of Renzini & Voli (1981; hereafter
RYV). Their results were used to compare the theoretical luminos-
ity function of carbon stars with the observed one in the LMC
(Frogel et al. 1981; Richer 1981b) and to compare the predicted
abundances in the ejecta of the AGB stars with the observed
abundances in planetary nebulae (PN) (see Clegg 1991 and refer-
ences therein). RV also calculated the amount of matter returned
to the interstellar medium (ISM) in the form of “He, !2C, 13C,
14N, 160, which were used in Galactic chemical evolution models
(e.g. Matteucci et al. 1989; Rocca-Volmerange & Schaeffer 1990).
Other studies employing synthetic evolution are Scalo & Miller
(1979), Iben (1981), IR, Frantsman (1986), Bedijn (1988) and,
more recently, de Jong (1990) and Bryan et al. (1990).

Except for the Bryan et al. study, the formulae used in these
studies were mainly based on evolutionary AGB calculations for
massive stars (3. S M/M g <8). These results were then extrapo-
lated to less massive stars. This may not be (and indeed is not, as

we will discuss later) valid. Another important aspect which was
neglected in almost all studies so far, is the metallicity depend-
ence of the evolutionary algorithms used. From observations of
the Magellanic Clouds it was derived that the LF of carbon stars
is probably different in the LMC and SMC. One of the explana-
tions for this difference is the different metallicity in these systems
(see e.g. Lequeux 1990).

In recent years several detailed studies of AGB evolution have
been published which concentrate on low mass stars
(0.9 S M/M g <3) and also investigate the metallicity dependence
(e.g. Iben 1982; Boothroyd & Sackmann 1988a—d, hereafter BS1,
BS2, BS3, BS4; Lattanzio 1986, 1987a, b, 1989a—; Hollowell
1987, 1988). With these new results it is possible to extend the
empirical laws to lower masses as well as to include a metallicity
dependence.

An important effect which was not included in most synthetic
models is the variation of the luminosity during the flashcycle.
During about 20% of the time following a TP the luminosity of
the star is about 0.5 magnitude below its pre-flash value. This has
significant implications for any theoretical LF since inclusion of
this effect will create a significant (low-) luminosity tail in the LF.

Another important fact neglected in most synthetic evolution
models so far is that during the first few pulses, when the TPs are
not yet at full amplitude, the luminosity is lower than given by
the canonical core-mass—luminosity relations. This will also af-
fect the low—luminosity tail of the LF.

The aim of this paper is to present a synthetic evolution
model which includes physical effects like the ones described
above, and also to include as much as possible the metallicity
dependence of all relations used. In Sect. 2 we present the model
and in Sect. 3 we apply it to the LMC with emphasis on a com-
parison with the observed LF of carbon stars in the LMC. The
results are discussed in Sect. 4.

2. The model

We start with describing the conditions of the star at the first TP.
We proceed with the core-mass-luminosity relation for full am-
plitude pulses, the core-mass—interpulse period relation, the posi-
tion of a star in the HR-diagram, the mass loss rate before and on
the AGB, the effect of the luminosity variations during the flash
cycle and finally the effects of the first, second and third dredge-
up are discussed.

2.1. Conditions at the first thermal pulse

Since the evolution of an AGB star is governed by its core mass,
the core mass at the first TP [M (1)] is the most important
quantity for determining the initial condition of an AGB star.
Since the luminosity of a star at the first TP is lower than the
luminosity given by the core-mass—luminosity relation for full
amplitude pulses (see below) a second important quantity is the
luminosity at the first TP [L(1)].

2.1.1. The core mass at the first thermal pulse

For low mass stars (M <3M ) we use the formulae presented by
Lattanzio (1989c). The core mass (in solar units) at the first TP for
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0.53—(1.3+1log Z)(Y—0.2), Z>001,
M (1)={ 0.524+0.58(Y—0.2)+[0.025—20Z(Y—0.2)]M, 0003<Z<001, (1)
(0.394+0.3Y)exp[M(0.1 +0.3Y)], Z<0.003,

where Y is the helium content and Z the metallicity at the first TP
and M the (initial) mass in solar units.

For higher mass stars, i.e. stars massive enough to undergo
the second dredge-up (see Sect. 2.9.3) we use the formalism of RV
as originally put forward by Becker & Iben (1970, 1980; hereafter
BI1 and BI2). For completeness we will repeat them here.

Define Z,=10g(Z/0.02), Z,=Z-0.02, Y,=Ilog(Y/0.28),
Y,=Y—0.28 where Z, Y are the main sequence values. The mass
of the core just before the second dredge-up is given by

MB=AM+B, v
where

A=0.2954+0.0195Z,+0.377Y,—1.35Y2+0.289Z, Y,,
B=—0.500—30.6Z,—412Z3—1.43Y,+29.3Y3-204Z,Y,. (3)
The mass of the core just after the second dredge-up is given by
M2=CM+D, “)
where

C=0.0526+0.754Z,+ 54423+ 0.222Y, - 1.07Y3+5.53Z, Y,,
D=0.590—10.7Z,—425Z3 —0.825Y,+9.22Y3—-4492,Y,. (5

The lowest mass for which the second dredge-up will occur, M,
is determined from MB= M2 and is therefore given by

M =(B—D)/(C— A). (6)

Therefore, for stars more massive than M, the core mass at the
first TP equals M2. This assumes that there is no significant
increase in the core mass between the second dredge-up and the
first TP. This is indeed the case as can be verified by comparing
Table 4 of BII (listing M2) and Table 2 of BI2 [listing the true
value of M_(1)]. The differences are of the order of 0.001M . For
stars in the range 3<M/My <M., we interpolate linear in
M(1).

In Fig. 1 the core mass at the first TP is plotted as a function
of initial mass for the composition Z=0.02, ¥=0.28 (solid line)
and Z=0.001, Y=0.24 (dashed line). For comparison the values
of M (1) given by BS3 for Z=0.02, Y=0.27 (circles) and
Z=0.001, Y=0.24 (plusses) and the recent results from Castellani
et al. (1990) for Z=0.02, Y=0.27 (diamonds) are plotted. The
dotted line represents the relation used by RV, irrespective of
composition, for the low mass stars. In general there is good
agreement for the massive stars. For the low mass stars, BS find
somewhat lower initial core masses compared to Lattanzio.

2.1.2. The luminosity at the first thermal pulse

For low mass stars [M (1) <0.8] the luminosity (in solar units) at
the first TP, L(1), is derived by fitting a straight line to data
points in Fig. 4 of BS2:

L(l)= {29 000 [M.(1)—0.5]+1000, Z=0.001,

27200 [M.(1)—0.5]+1300, Z=0.02. )

For other metallicities we interpolated in log Z.
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Fig. 1. The core mass at the first thermal pulse, M(1), derived from Egs.
(1) and (4) for the composition Z =0.02, Y=0.28 (solid line) and Z =0.001,
Y=0.24 (dashed line). The standard pre-AGB mass loss rate of Sect. 2.6.1
was used to calculate M (1). For comparison the results of BS3 for
Z=0.02, Y=0.27 (circles) and Z=0.001, Y =0.24 (plusses) and of Castel-
lani et al. (1990) for Z=0.02, Y=0.27 (diamonds) are also plotted. The
dotted line represents the formula used by RV, irrespective of composi-
tion, for the low mass stars

For massive stars [M (1) >0.85] we reexamined the original
data presented by BI1 (their Table 2). Following the suggestion of
BS2 that the composition dependence of the core-mass—lumino-
sity relation for full amplitude pulses for low mass stars scales
with u3, where p is the mean molecular weight,

4

= 8
Hsxi3-z ®
we included a p° term in our fit to the BI data. Our result,

L(1)=213180 pu? [M(1)—0.638], )

gives a surprisingly good fit (within 5%) to all the datapoints,
given the wide range of metallicities (0.001 < Z < 0.03) and helium
contents (0.20 < Y <0.36) considered by BI. The luminosities de-
rived with Eq. (9) agree to within 5% with those recently reported
by Castellani et al. (1990). The fact that the u dependence for high
mass stars is weaker than for low mass stars was predicted by
Kippenhahn (1981) based on earlier work of Refsdal & Weigert
(1970). For stars in the range 0.8 <M (1)<0.85 we interpolate
between Egs. (7) and (9).

2.2. The interpulse period and luminosity
for full amplitude pulses

For AGB stars in which the pulses have reached full amplitude
there exist some very useful relations discovered by Paczynski
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(1970, 1975): the core-mass—luminosity and the core-mass—inter-
pulse period relation respectively.

2.2.1. The core-mass—luminosity relation

For the low mass stars (M <0.7) we use the core-mass—lumino-
sity relation derived and presented in BS2:

L=238000 p* Z2:94(M2—0.0305 M, —0.1802), (10)

where Z.,,, is the total abundance of carbon, nitrogen and oxygen
(Zeno is roughly 0.6 Z) and p is the same as in Eq. (8). All
luminosities in this paper are in solar units.

For high mass stars (M.>0.95) we modified the equation
presented by IT (see also Iben 1977),

L=63400 (M_,—0.44)(M/7)°19,

in the following manner. Iben presented his formula for a mix-
ing-length parameter o =1/H,=0.7. BS2 argue that Iben’s defini-
tion of o is different from the common one and his value corres-
ponds to a~ 1.3 in most other models. But even this value for « is
lower than presently felt to be the appropriate value, a=x1.9
(Maeder & Meynet 1989). Iben reported an increase in luminos-
ity by 15% if « is increased from 0.7 to 1.0. We took the
luminosities at different core masses reported by Iben (1977) for
his M =7M 3 model and increased them by 15% to simulate the
more appropriate value of «. We then fitted a straight line to it.
We kept the mass dependence given by IT and introduced a com-
position dependence. For the composition dependence we as-
sumed L~ pu?, simply because this gave very good results for the
L-M_(1) relation for massive stars (see Sect. 2.1.2). This assump-
tion is not of any practical importance because u changes only by
4% when Z is changed from 0.005 to 0.02 and Y is chosen
according to Eq. (24). Our final result for the higher mass stars is
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Fig. 2. The core-mass—luminosity relations for the first TP (lower solid
and dashed curves) and for full amplitude pulses (upper solid and dashed
curves) used in this work. Indicated are Z =0.02 (solid line) and Z =0.001
(dashed line). Note the difference between the luminosity at the first
thermal pulse and for full amplitude pulses, especially for low core
masses. For comparison, the dotted cutve is the relation used by RV,
irrespective of metallicity and pulse number. The lower part
(M. <0.8M ) of this curve was calculated for a M =3M , the upper part
for a M =5M g star. The wiggle in the relations for the luminosity at the
first TP is due to the joining of Eq. (7) with Eq. (9)

L=122585 2 (M,—0.46) M1, 11)

For stars with 0.7<M_,<0.95 we interpolate between Egs. (10)
and (11).

Recent calculations by Blocker & Schénberner (1991) seem to
indicate that the standard core-mass-luminosity relation may
not be valid in the case of the massive stars. We have not taken
this effect into account. Their results depend sensitively on the
adopted mixing length parameter. Since they use the Cox
& Steward (1970) opacities, their choice for the mixing length
parameter is rather high (¢« =2). Furthermore, when the evolution
of this model is continued, the luminosities fall on the standard
core-mass—luminosity relation again (Schénberner 1991).

In Fig. 2 the core-mass—luminosity relations for both full
amplitude pulses and at the first TP for both Z=0.02 and 0.001
are shown. The helium abundance was calculated from Eq. (24)
and the luminosity for the high core-masses was calculated for
M =5M. The difference in luminosity due to the difference in
metallicity is about 0.4 in bolometric magnitude. Figure 2 shows
that it is important to take into account that during the first few
pulses the luminosity is below the value given for full amplitude
pulses. The difference can amount to 0.8 magnitudes. For com-
parison the core-mass—luminosity relation used by RV, irrespect-
ive of metallicity or pulse number, for a M=3M; and
a M=5Mg star, is also plotted.

2.2.2. The core-mass—interpulse period relation

The timescale on which TPs occur is a function of core mass as
was discovered by Paczynski (1975). For all core masses we use
the core-mass—interpulse period relation presented in BS3:

{4.50 (1.689—-M.), Z=0.02,
log t;,=

12
495 (1.644—M.), Z=0.001. (12

For other metallicities we interpolated in log ¢;, using log Z as
variable. The interpulse period is expressed in years. Both equa-
tions are derived for M. <0.85, but since Eq. (12a) is almost
identical to the original Paczynski relation, log t;,=4.5
(1.678 — M,), which is valid in the range 0.5 <M < 1.4 and for
Z =0.03, it seems justified to extend Eq. (12a) to all core masses.
For the low metallicity case there seems to be no data available
regarding the M —t;, relation for high mass stars, so we assume
Eq. (12b) to be valid over the whole range of core masses. In
actual computations this assumption will not play a significant
role because high core masses are attained only by high mass
stars which, in general, have a metallicity closer to Z=0.02 than
to Z=0.001, even in the LMC.

In Fig. 3 the interpulse period is shown for Z =0.02 and 0.001.
For comparison the interpulse period relation derived from the
formulae in RV for a 1M star with Z=0.001 and a SM, star
with Z=0.02 (the dotted lines) are also shown. The differences
with the formulae of BS are large for the lowest core masses. The
formulae used by RV (taken from Iben 1977) were derived
for M. 20.65. In this region the old and new formula agree
reasonably.

2.3. From the first pulse to full amplitude pulses

It has been long known (see IR for references) that it takes some
time before the thermal pulses reach full amplitude. During this
period the equations presented in Sects. 2.2.1 and 2.2.2 are not
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Table 1. The correction factors AM, for the interpulse period
during the first six pulses
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Fig. 3. The core-mass—interpulse period relations for Z=0.02 (solid
line) and Z =0.001 (dashed line) used in this work. The interpulse period
is significantly larger for low metallicities. For comparison the interpulse
periods calculated from the formulae of RV for a star of M=1Mg and
Z=0.001 (upper dotted line) and M=5Mg and Z=0.02 (lower dotted
line) are also shown. Differences with the more recent relations are large,
especially for low core masses. This emphasizes, that formulae which were
derived for high core masses, as the one of RV, cannot be arbitrarily
extrapolated to low core masses

applicable, without proper corrections. Since these corrections
are necessary during approximately the first half dozen pulses
they will mainly affect the low mass stars; a 1.5M , star experien-
ces about 50 TP, a 4M, star about 1000 pulses during its AGB
phase (RV).

2.3.1. Corrections to the core-mass—luminosity relation

From the data presented in Fig. 4 of BS2 we deduce that it takes

10g Te= {

approximately 6 flashes before the luminosity at a given core
mass lies on the core-mass—luminosity relation for full amplitude
pulses. This agrees with other calculations (e.g. Wood & Zarro
1981; Lattanzio 1986).

We introduce a correction factor, f, depending upon the time
already spent on the AGB, by which the luminosity, obtained
from Egs. (10) or (11), has to be multiplied to approximately get
the true luminosity. For fa simple linear relation is assumed:
f=H+1=fi)/t (t<7), (13)
where ¢ is the time spent on the AGB and t is the time at which
the TPs have reached full amplitude. We have taken t to be
6 times the interpulse period at the first TP. For the first TP we
have f=f}, and so f; can be derived from
JSi=L()/L. (14)
Typical values for f; are 0.55 for a 1M star with Z=0.005 and
0.67 for a 4.5M ; star with Z=0.02.

Pulse number AM,
N, Z=002 Z=0001
1 0.09 0.06
2 0.065 0.01
3 0.04 0
4 0.03 0
5 0.02 0
6 0.01 0
>7 0 0

(Mo + 59.1+2.65 log M)/15.7—0.12 log(Z/0.02) + A
(M1 + 74.1+4.00 log M)/20.0—0.10 log(Z/0.02)

2.3.2. Corrections to the core-mass—interpulse period relation

From Fig. 11 in BS3 we derive that during the first few pulses the
interpulse period is much shorter compared to the values given
by the Egs. in 2.2.2. It seems that the star mimics a star of higher
core mass.

In order to approximately get the correct interpulse period
during the first six pulses we introduce a correction factor, AM_,
which has to be added to the true core mass to get an “effective”
core mass to be used in Eq. (12). The correction factors AM, are
given in Table 1.

2.4. The HR diagram

To obtain the position of a star in the Herzsprung—Russell
diagram we need to link the luminosity of a star to its effective
temperature (7. in Kelvin).

We use the relations presented by Wood (1990) derived for
oxygen-rich Miras:

(M<1.5),

(M<2.5), (15)

where M, = —2.5log L+4.72 and A is a correction term which
accounts for the fact that the effective temperature increases at
the end of the AGB when the envelope mass becomes small. The
A term is calculated from Wood (1990):

A 0, x=>0.8,
71007 (0.8—x)254, x<0.8,
x=Mpo+7.0—12/M"7.

(16)

For intermediate mass stars we interpolate in log T using the
mass M as variable. The zero point of these relations was deter-
mined by Wood from the assumption that the star o Ceti (Mira)
with a period of 330 d, Z=Z 4, My, = —4.32, has a mass of 1M
and is pulsating in the fundamental mode. If o Ceti has a mass of
2M or is a first overtone pulsator the zero point in Eq. (15a)
would be 57.1. This translates into a difference in T.¢ of 15%.
The radius of the star (in solar units) is derived from

e [ L
TV (Ter/5770)*

17)
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Equation (15) is, strictly speaking, only valid for oxygen-rich
stars, but we also used it for carbon stars, lacking any better
estimate. If the T.s—L relation would be different for carbon stars
this would merely affect the choice of the mass loss scaling
parameter nagp (Sect. 2.6.2), through the dependence of the
mass loss rate on the stellar radius and hence on the effective
temperature.

2.5. The rate of evolution

Since hydrogen burning is the source of energy during most of
the interpulse period, the rate of evolution, i.e. the rate of core
mass growth in Mg yr~! is to a good approximation given by

dM,
dt

_ -12 ﬂ
=9.55510 e (18)
where X is the hydrogen abundance (by mass) in the envelope, Ly
the luminosity provided by H-burning (in solar units) and the
numerical factor includes the energy released from the burning of
1 g of hydrogen (6.4 108 erg).

There is a small contribution from He-burning and gravi-
tational energy to the total luminosity L, so that

L= Ly +2000(M/7)°* exp[3.45(M.—0.96)]. (19)

This equation, derived for high mass (M.>0.96) stars, is taken
from IT (see also RV) but we changed the exponent of the mass
dependence from 0.19 to 0.4. This has no significant influence for
high mass stars but gives better results when compared to the
value given by Paczynski (1970) for a star with a core mass of
0.57M . The correction to the total luminosity due to He-
burning and gravitational energy is small: for a M =7M star
with M. =0.96 it is 6%, for a M =1Mg star with M.=0.6 the
correction term equals 4% of the total luminosity.

2.6. The mass loss process

The mass loss process on the AGB (but also prior to this phase) is
an important, but unfortunately, a poorly understood phenom-
enon. The mass loss rate on the AGB has important conse-
quences for the evolution of a star. It reduces the envelope mass
more rapidly with the effect that (a) AGB evolution is terminated
at a lower core mass, ie. luminosity, (b) a star is more easily
turned into a carbon star since less carbon needs to be dredged
up and (c) it hampers the dredge-up process (Wood 1981).

The mass loss rate on the AGB has also important conse-
quences with regard to the LF function derived for e.g. carbon
stars in extragalactic systems. With the advent of the IRAS

Table 2. The amount of mass loss on the RGB
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satellite it has become clear that there exist many sources in our
galaxy (e.g. OH/IR sources or obscured carbon stars) which lose
mass at such a rate (>1075M g yr~!) that they are optically very
faint or even invisible. Their IR-signature (silicate emission or
absorption, silicon carbide or amorphous carbon emission) is an
important diagnostic to identify these sources as either oxygen-
or carbon-rich. Since the identification of carbon stars in
extragalactic systems is done using the C, bands at 4735 and
5165 A or the CN bands at 7945, 8125, 8320 A or V, R, I filters
(see e.g. Lequeux 1990) these surveys could easily have missed
carbon stars with optically thick dust shells. The IR surveys
carried out so far (see e.g. Frogel & Richer 1983) did not go deep
enough to detect these dust enshrouded stars, if they exist. Since
stars with thick dust shells are usually associated with somewhat
more luminous stars this implies that the LF presented for
carbon stars (and also for M-stars) in extragalactic systems might
be incomplete at the high luminosity end. To investigate the
existence, and relative importance, of obscured stars we cal-
culated the LF of stars below and above a critical value of the
mass loss rate, Mg, to simulate optical visible and obscured stars.
Details are given in Appendix C.

2.6.1. Mass loss up to the AGB

For low mass stars, i.e. stars which undergo the helium core flash
(HeCF), the most important phase prior to the AGB regarding
mass loss is the red giant branch (RGB). Several tenths of solar
masses can be lost in this phase.

We parametrised the values of the mass loss on the RGB from
the data presented in Fig. 8 of Sweigart et al. (1990). From this it
is deduced that the amount of mass lost on the RGB, AM, is well
represented by two straight lines,

AM+B;, M<M,,
AM=! A,M+B,,- M;<M<M,, (20)
0, M=>=M,,

M being the initial mass. The coefficients 4,, A,, B;, B, as well
as M; and M, are listed in Table 2. We interpolate linearly in
AM using Y and log Z as variables. The values given by Sweigart
et al. (1990) are calculated for nrgs=2/3 (1rgs being the coeffic-
ient in the Reimers law). For any other desired value of ngrgp one
has to multiply the values calculated with Eq. (20) with an
appropriate factor.

It is interesting to note that the amount of mass lost on the
RGB increases with decreasing mass. This is due to two effects.
Firstly, the luminosity at the tip of the RGB increases with

Composition Ay B, M, A, B, M,
Y=02 Z=0004 —0.108 0300 2.10 —0292  0.689 2.36
0.010 —0.106 0.317 2.20 —0.250 0.625 2.50
0040 —0.104 0.339 2.25 —0.160 0.465 291
Y=03 Z=0004 —0116 0.269 1.77 — 0224 0467 2.08
0.010 —0.124  0.306 1.85 —0.232  0.506 2.18
0.040 —0.132  0.348 2.00 —0.168 0420 2.50

Note: The coefficients 4,, A,, B, B,, M, M, refer to Eq. (20).
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decreasing mass in the mass range M| <M <M, (see e.g. Fig. 2 of
Sweigart et al. 1990). Secondly, the time spent between the main
sequence and the tip of the RGB increases with decreasing mass
(see e.g. Sweigart et al. 1989). This means that AM ~M At~ L At
increases with decreasing mass.

For stars which do not pass through the HeCF the amount of
matter lost on the RGB is negligible. For a 3M, star (Z=0.02,
Y=0.27) BS3 finds that AM =0.003M , even for nrge=1.4. So
the fact that we assume AM =0 for M > M, is justified.

The most appropriate value of nrgps can be derived from the
observational constraint that population II stars on the horizon-
tal branch must have lost approximately 0.2My on the RGB
(Rood 1973). Specifically, if we take Rood’s model for M 3 that
a M =0.85M star with X=0.75 and Z=0.017 has lost 0.22M,
on the RGB, the appropriate value for nrgp using the mass loss
rates from the models of Sweigart et al. is g =0.86. This will be
our prime choice for nggp in our models.

Massive stars evolve up to high luminosities before they
experience their first TP (see Fig. 2). If Reimers law is still
applicable, massive stars can lose a considerable amount of mass
before the first TP on the horizontal branch (HB) and early-AGB.
We parametrized the results of Maeder & Meynet (1989) for stars
in the range 3-7M ¢ and find for the mass lost up to the first TP
for the massive stars (in solar units):

AMEgace="1Eeacs 0.056 (M/3)3'7- 21

The subscript EAGB stands for early-AGB, although the mass is
lost not only on the E-AGB but also on the latest phases of the
HB. Maeder & Meynet (1989) use a Reimers law with #gsgs=0.5,
but it is not clear if this value is appropriate because the mass loss
rates of stars are on the E-AGB are unknown.

2.6.2. Mass loss on the AGB
Mass loss on the AGB will be represented by Reimers (1975) law:

. LR
M=’1AGB 4.0 10_13ﬁ Moyr—l.

(22)
The luminosity L is not the quiescent luminosity but includes the
effect of the luminosity variation during the flashcycle, ie. the
mass loss rate just after a TP is higher than at quiesence or in the
luminosity dip. We do not include an explicit metallicity depend-
ent term in the mass loss rate, as for example is suggested from
the study of the mass loss rates of hot O-stars in the Galaxy
and the Magellanic Clouds which seem to indicate M ~Z°%%
(Kudritzki et al. 1987).

From IR’s relation between n and the final mass it is derived
that #agg=3 is needed to fit the observed initial-final mass
relation in the Galaxy (see Weidemann & Koester 1983). There-
fore the initial value in our model will be g =3.

2.7. When to end the AGB evolution?

Basically two approaches have been adopted to this question.
The first approach is to end the AGB evolution with the instan-
taneous ejection of what is supposed to represent a planetary
nebulae (PN). This solution has been adopted by de Jong (1990),
who assumed that 10% of the initial mass was ejected at the end
of the AGB, as well as RV who assumed a core mass dependent
relation [their Eq. (33)] which increases from 0.02 My at
M.=0.5M¢ to a maximum of 1.38M at M. =1.33M,.

M.A.T. Groenewegen & T. de Jong: Synthetic AGB evolution. I. A new model

The second approach is to end the evolution on the AGB

when the envelope mass is reduced below a critical value, when
the star starts moving to the left in the HR diagram. This
approach is adopted in this study and we used Iben’s (1985)
suggestion that the critical envelope mass, M4, is given by
Mam1 8,
For typical parameters this corresponds to M,q=7.9 10™*M o
(M=06Mgy, M=15My, X=0.7, Z=0.02) or M ,4=9.410"¢
Meg(M.=12Mg, M=TMy, X =0.7, Z=0.02). For lower metal-
licities, M ¢nq increases due to the increase in the interpulse period.
For the M =1.5M, star e.g., Mo,q=1.3 107 3M 5 when Z =0.001.
These values agree within a factor two with the formula given by
Iben (1985), the difference probably being due to differences in
total mass and composition. The values of M., 4 derived here also
agree with the values reported by Paczynski (1971), Schénberner
(1983) and Blocker & Schonberner (1990).

23)

2.8. The flashcycle

The luminosity between two thermal pulses is not constant (as
given by the equations in Sect. 2.2.1). It has been known for
a long time (see e.g. IR) that for short periods of time the
luminosity can be both higher and lower than the quiescent
value.

From the data presented by BS1 as well as from Iben (1975),
Sackmann (1980), Wood & Zarro (1981), Iben (1982) and Lattanzio
(1986) the following (simplified) relations were derived.

Stars with M,,<2M have, for a brief moment directly
following a TP, a luminosity higher than the quiescent value. The
duration tg,e, (in units of the interpulse period, not in years!) and
the value Alog Ly, to be added to the logarithm of the quiescent
luminosity to obtain the peak flash luminosity are given in Table
3. From BS1 these values were found to be slightly metallicity
dependent.

More significant is the luminosity dip following this peak, or
in the case of high mass stars directly following a TP. The

Table 3. The peak luminosity and duration of the flash for stars
with M., < 2M¢

Z Iflash Alog Leasn
Z <0.001 0.008 0.3

0.001 < Z <0.02 0.01 0.25

Z > 0.02 0.015 0.2

Note: tg,q, 1s relative to the interpulse period.

Table 4. The extent of the luminosity dip and its duration

Menv tdip A lOg Ldip
M., <005 0.4 - 04
005 <M <05 03 -03
05< M, <15 0.25 - 025
M., > 15 0.2 —-02

Note: tg;, is relative to the interpulse period.
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duration, t4;, (relative to the interpulse period) and the extent of
the luminosity dip Alog Lg;, are given in Table 4. Both para-
meters depend on the envelope mass. Since large envelopes more
easily absorb the changes taking place deep in the star, the
duration and extent of the luminosity dip are smaller when the
envelope mass is higher.

The shape of the luminosity flash and dip is assumed to be
simply rectangular.

2.9. First, second and third dredge-up

One of the fascinating aspects of AGB evolution is the possibility
of forming carbon-rich stars by the dredge-up of carbon from the
carbon-rich pocket formed after the helium shell flash. This
process is generally referred to as third dredge-up.

Before reaching this interesting phase, the main sequence
composition has changed during the first dredge-up (experienced
by all stars on the RGB) and the second dredge-up (experienced
by stars with M > M ,;,; see Sect 2.2.1) occurring on the E-AGB.

In the following sections our treatment of first, second and
third dredge-up are described.

2.9.1. The initial composition

The main sequence composition is determined in the following
way. The parameter to be specified is the metallicity Z. The
helium abundance is calculated from

AY
Y=Y, +—Z.
otaz

(24)
The hydrogen content is calculated from X =1-—Y—Z. We as-
sumed a primordal heium abundance Y, of 0.231 (Steigman et al.
1989). For the Galaxy values between 1.7 and 5 are quoted for
AY/AZ (Steigman 1985; Pagel et al. 1986). For the LMC and
SMC there seems to be no independent estimates. Based on the
observed abundances H 11 regions and field F-type supergiants in
the LMC and SMC (Russell & Dopita 1990) we derive that
AY/AZ =2.5 describes the present day abundances well in both
LMC and SMC. Since this value is within the quoted range for
the Galaxy we will use AY/AZ =2.5 for Galaxy, LMC and SMC
alike.

Following Anders & Grevesse (1989) and Grevesse (1991) the
main sequence abundances of carbon, nitrogen and oxygen are
chosen as

Zeno=0.791Z,

12C=0.2384Z,.p,
13C=0.0029Z o,
14N =0.0707Z ¢po,

160 =0.6880Z o (25)
This implies an initial value 2C/'3C =89 (all abundances are
mass fractions, all ratios will be number ratios, unless otherwise
specified). Equation (25) is based on relative solar abundances.
Abundance analyses of field stars in the LMC and SMC (Spite
& Spite 1991a, b; Barbuy et al. 1991) generally give near solar
relative abundances so that Eq. (25) can be used with some
confidence for Galaxy, LMC and SMC alike.
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2.9.2. The first dredge-up

The first dredge-up occurs when the convective envelope moves
inwards as a star becomes a red giant for the first time. The
convective motion dredges up material which was previously
located near the hydrogen burning shell. Helium and CNO-
processed material are brought to the surface.

The treatment of the first dredge-up follows that of RV,
except that we changed the numerical values slightly to incorpor-
ate the results of Sweigart et al. (1989, 1990).

The increase in the helium abundance, AY, is given by
Sweigart et al. (1990). The following fits are based on their results:

—0.0170 M;,+0.0425, M;,<2,Y=03,
—0.0068 M;,+0.0221, 2<M;,<325,Y=0.3,

AY=( —0.0220 M;,+0.0605, M;,<2.2, Y=0.2, (26)
—0.0078 M;,+0.0293, 22<M;,<3.75, Y=02,

0, else.

The small dependence of AY on Z for a given Y is neglected. The
change in hydrogen is opposite to the change in helium:

AX=—AY. (27)
The change in '2C and '*N is calculated from
~ {0.64-0.05(M—3), M<3,
0.64, M=3,
AC=12C(g—1),
AM¥N=—1.167 A'2C,
A'*0=-001 *°O. (28)

The number ratio '2C/*3C after the first dredge-up does not
vary much with mass or composition (Sweigart et al. 1989) and
is set to 23.

It should be noted that observations indicate that some stars
do not obey the standard model predictions. In particular, the
12C/13C ratio after the first dredge-up is often lower than pre-
dicted in stars of low mass, down to 2C/!3C~x 10 (see e.g. the
review by Lambert 1991). Rotationally induced mixing may play
a role.

2.9.3. The second dredge-up

The second dredge-up is related to the formation of the electron-
degenerate CO core in more massive [M > M, Eq. (6)] stars
after central helium exhaustion. The base of the convective envel-
ope moves inward through matter pushed outwards by the He-
burning shell.

The treatment of the second dredge-up follows that of RV
closely (see also IT and IR). The abundances after the second
dredge-up can be obtained from the abundances prior to the
second dredge-up and the abundances of the material that is
dredged up using the relation

Xafter = axprior + bxdu'
The coefficients a and b are as follows:
_M-M B
TM-MY
MB—_MA
= M—Mr

(29)

a

b (30)
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where M is the total mass and M2 and M? are calculated from
Egs. (2) and (4). The abundances prior to the second dredge-up
are known, and the abundances of the dredged up material are
given by RV and IT:

Ydo1-2Z,
14N = 14(12C/12 + 12 C/13 + 14N/14+ 150/16),

12(du _ 13¢du _ 16(ydu — ()

(31
In the model, Eq. (29) was not used to calculate the hydrogen
abundance after the second dredge-up, but was calculated from
X=1—Y-2Z, with Y and Z the helium and metal abundance
after second dredge-up. This was done to ensure that
X+Y+Z=1 at all times.

2.9.4. The third dredge-up

Although the third dredge-up is of crucial importance for the
formation of carbon stars, it is still poorly understood. There is
much debate whether or not material is dredged up at every
pulse, and how much. It also seems possible that the dredge-up
process is turned off again when a star has become a carbon star
(BS4; Lattanzio 1989a).

Another effect which has to be taken into account is the
possible destruction of newly dredged up carbon at the base of
the convective envelope in the CNO-cycle, a process referred to
as hot bottom burning (HBB), and extensively discussed in RV.
This process is able to slow down or even prevent the formation
of carbon stars. Since '2C is processed into !3C and '*N, it also
gives rise to the formation of !3C-rich carbon stars (usually
referred to as J-type carbon stars) and '*N-rich objects. RV
treated HBB in considerable detail as a function of the mixing
length parameter (they considered =0, 1.0, 1.5, 2). Because the
detailed envelope calculations performed by RV are beyond the
scope of this paper and since RV found that the results are
sensitive to the unknown mixing length parameter, we decided to
include HBB in our model in an approximate way.

In our simple model to describe HBB four parameters are
needed: (1) the (average) temperature at the base of the convective
envelope, Tg, as a function of core and total mass, (2) the fraction
(fuss) of newly dredged up matter exposed to the high temper-
atures at the bottom of the envelope, (3) the amount of matter in
the envelope, relative to the total envelope mass, which is mixed
down and processed at the bottom of the envelope (fy,) and (4)
the (average) exposure time, typg, of matter in the zone of HBB.
The value of Ty can be derived from the data presented in RV.
We implemented the algorithms used by RV in our code and
found good agreement with RV in the case of no HBB for a small
change in their quoted parameters. In the case of HBB we derived
Sour> fups and tygp from fitting our model to the a =2 case of RV.
Details are given in Appendix A.

Let us now present the formulae used to describe the third
dredge-up process in detail.

It is assumed that there is dredge-up only when the core mass
is higher than a critical value M ™" The exact value of M ™" is
still a matter of debate. To make headway we initially assume the

value of Lattanzio (1989c):
M™r=0.62+0.7 (Y —0.20). (32)

In Sect. 3 we will investigate if this value of M ™" is compatible
with the observed LF of carbon stars in the LMC.

The increase in core mass during the interpulse period is
given by

tio
AMc=j d—M-"d
T

A certain fraction of this amount is assumed to be dredged up:
AM gredge =AM . (34)

The free parameter, A, is as a first approach assumed to be
constant and is of the order of 1/3 (see e.g. Lattanzio 1989c).
Fitting their synthetic models to observations Bryan et al. (1990)
found a best fit for A~0.28.

The composition of the material formed in the pocket after
a TP is assumed to be (BS3): X,,=0.22 (carbon), X,¢=0.02
(oxygen) and X,=0.76 (helium). The carbon is formed through
incomplete helium burning in the triple o process and the oxygen
in the 2C(«, 7)!6O reaction.

Since HBB may be effective, this is not necessarily the com-
position of the material added to the envelope. If fyzp represents
the fraction of the dredged up material processed in the CNO
cycle at the bottom of the envelope (as defined above), the
amount of material added to the envelope is

A4HC = X4 AM dredge>

(33)

A*C= (l_fHBB X12+[@J‘ X5 (1) dt]AMdredge’
tupB 0
13 —f nep [ HBB
APC=|— (t) dt |AM dredge>
tups Jo
14 [ fups [ X4BB
AY¥N=|— (t) dt AMdredge’
| tuBB Jo
A0 = (1—fipp) X 1o +122 “""f XYE (1) dr]AMdred,,, (35)
L tuBB J,

where typp is the average time of exposure to the high temper-
atures at the base of the envelope. Details on how the time
evolution of a species was calculated are given in Appendix A.
The initial conditions to be used in the integrals in Eq. (35) are
X188 (+=0)=X,, and similar for oxygen, while X%5% (t=0)
= X138 (t=0)=0.

If we also allow for a fraction (fy,,) of the envelope mass to be
mixed downwards and processed by HBB (as defined above), the
abundances of a general species X, after a dredge-up period and
HBB during the interpulse period can be calculated from

Xold Menv 1 fbur)+AX +ﬁ3ur envj*t “X(t) dt

XI'IEW P
Menv + AMdredge

(36)

where AX is given by Eq. (35). The initial condition in the integral
appearing in Eq. (36) is X (t=0)= X°". The case of no HBB can
be recovered using fi,, =0 and fugs=0.

2.10. The numerical computations

We have developed two very similar computer programs, one to
calculate the evolution of a single star and another program
which calculates the evolution of a sample of stars distributed
according to a preset distribution function.

In the former program we first specify the initial mass and the
metallicity of the star and the free parameters (M ™", #gacs, aGB»
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4 and whether or not HBB is included). The program then
calculates the effects of the first dredge-up on the abundances and
the mass lost up to the first TP. The core mass and luminosity at
the first TP are calculated and for stars experiencing the second
dredge up, the abundances after the second dredge-up are de-
rived. Subsequently the program enters the AGB subroutine.

At each new time step, the updated luminosity is calculated
and the “status” of the star is determined: carbon star (C/O > 1.0),
S-star (0.81<C/O<1.0; Smith & Lambert 1986), M-star
(C/0<0.81), J-type or not (12C/*3C<10) and whether or not
a certain mass loss rate, My, is exceeded (see Appendix C). The
radius, mass loss rate and core growth rate are calculated. A new
time step is determined from the condition that the core mass and
the envelope mass may change by no more than a preset value
(usually set at 0.001M ), with the additional provisos that the
luminosity peak and the luminosity dip are covered by at least
one time step and that the timestep does not exceed the interpulse
period. Having determined the time step, all masses (total, core,
envelope, core growth since the last pulse) are updated. If the
total time since the last TP is less than the interpulse period a new
time step is calculated. If it exceeds the interpulse period, the
abundances are updated and a new interpulse period is deter-
mined. Evolution ends when the envelope mass is decreased
below M,,q4 or when the core mass exceeds the Chandrasekhar
mass, so that the star ends as a supernova.

In the second code we calculate the evolution of a sample of
AGB stars by selecting initial masses according to the probability
that a star of initial mass M is on the AGB. Stars which are
presently on the AGB must have been born an appropriate time
ago, so that the distribution function may be written as

o (M)
N(M) dMocf IMF(M) SFR(Tg — tpre (M) —x) dx,

0
where IMF (in M ™ ') is the initial mass function (oc M ~%), SFR
(in Mg yr~ ') is the star formation rate, t5gp the lifetime of a star
on the AGB, T; the age of the system and ¢, the pre-AGB
lifetime of a star.

Realising that tygp <t . for all M leads to

N(M)dMOCIMF(M) SFR(M) tAGB(M)» Mlower <M< Mupper’
(37)

Estimates for t5gp are derived in Appendix B.

In the program initial masses are randomly selected accord-
ing to the distribution function Eq. (37). From a relation between
the initial mass and the pre-AGB lifetimes, the SFR and metalli-
city at the time of birth are deduced. The number of stars
N (usually 1000), Mg, Myppe,, the IMF, the SFR and the
age-metallicity relation have to be specified. See Sect. 3 for
details on the specific relations used for the LMC.

2.11. Limitations and uncertainties

We attempted to bring together in this model all knowledge
provided by presently available evolutionary calculations for
AGB stars. However, the mere fact that these calculations do not
reproduce all observational quantities (e.g. the luminosity func-
tion of carbon stars in the LMC) implies that evolution theory
still needs improvement.

Also within the framework of the adopted approximations
there are some limitations. For example, the dredge-up para-
meter, A [Eq. (34)], is assumed to be constant. In all likelihood it
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will depend, in a complex manner, on mass and composition.
Secondly, a Reimers law was adopted to describe the mass loss
rate on the AGB. Does this empirically derived law for red giants
provide a good description of mass loss on the AGB? A third
uncertainty lies in the initial abundances and the abundance
changes prior to the AGB. Ideally one needs an age-metallicity
relation for all important elements (He, C, N, O) separately.
The few attempts to construct such relations for the Galaxy
(Matteucci & Frangois 1989, Rocca-Volmerange & Schaeffer
1990) give results which do not seem to agree with observations.
For extragalactic systems age-metallicity relations for individual
elements do not exist.

A fourth uncertainty lies in the fact that we only consider
single star evolution. It has been established e.g. that almost all
CH- and Ba II-stars and a significant fraction (~ 38%) of MS and
S stars are binaries and that e.g. the R-stars show a normal binary
frequency (McClure 1989; Smith & Lambert 1988; Brown et al.
1990). Iben & Tutukov (1989) estimate that ~15-20% of PN are
expected to form in close binaries. Our calculations do not take
into account close binary evolution and mergers.

3. The carbon star luminosity function in the LMC

Iben (1981) published an article entitled “The carbon star mys-
tery: why do the low mass ones become such and where are the
high mass ones gone?” In this article Iben compared the theoret-
ically predicted LF of carbon stars and the observed LF of
carbon stars in the LMC which at the time was determined rather
accurately for the first time from deep surveys (Blanco et al.
1980). The difference was striking: the observed carbon stars in
the LMC had bolometric magnitudes from —3.5to —6 while the
predicted range was ~ —5 to — 7.1, the maximum luminosity at
the tip of the AGB.

As indicated by the title of Iben’s work, subsequent work has
focussed on the formation of low-luminosity carbon stars and
suggestions as how to solve the problem of the high luminosity
carbon stars.

With regard to the formation of low luminosity carbon stars
we refer to the reviews of Iben (1988) and Lattanzio (1989b). It
seems that carbon recombination at low temperatures, semi-
convection, convective overshooting and the mixing length para-
meter a, play a role in the formation of low—luminosity carbon
stars.

With regard to the high-luminosity carbon stars several ex-
planations have been proposed (Iben 1981): A pause in the star
formation and consequently an absence of young massive stars,
hot bottom burning (HBB) which can prevent the formation of
carbon stars because '2C is transformed into 4N, a mass loss
rate higher than the classical Reimers value or the formation of
stars enshrouded in thick circumstellar envelopes. The last two
arguments are of course closely related. Only detailed calcu-
lations can show if enhanced mass loss on the AGB produces
stars with thick circumstellar shells, which could have escaped
detection from optical surveys. Finally, Renzini et al. (1985)
suggested that convective overshooting reduces M,,, the upper
limit in initial mass of stars appearing on the AGB, from ~8M
to ~5M . The first argument, a pause in the star formation rate,
has been dismissed by Iben (1981) and Reid et al. (1990), because
there exist many Cepheids in the clouds which are the likely
progenitors of the more massive AGB stars. The last argument,
core overshooting, cannot be the sole solution to the problem
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because even stars of SM can reach high luminosities, as was
noted by Reid et al. (1990). Hot bottom burning can prevent the
formation of carbon stars (RV) but this implies that a star
remains oxygen-rich for a longer time, thereby reaching higher
luminosities. Although M-stars are known to exist with magni-
tudes in the interval —6 S My, < —7 (Wood et al. 1983) there
seems to be a general scarcity of high-luminosity AGB stars. This
would exclude HBB as the solution to the absence of the high
luminosity carbon stars and leaves an enhanced mass loss rate as
the most important cause for the absence of high luminosity
carbon stars.

In the models described below we have used the following
parameters, appropriate for the LMC. The IMF-slope, SFR and
age-metallicity relation were adopted from van den Hoek & de
Jong (1991), see Fig. 4. These relations were derived by simultan-
eously modelling the current gas fraction, current metallicity and
age-metallicity relation for the LMC, constrained by the best
available ages and metallicities of LMC clusters. Assuming
a power-law IMF (IMFocM %) and a density dependent SFR,
the age-metallicity relation for the LMC was best modelled with

= —2.72. The age of the LMC is taken as 11 Gyr, about equal
to the age of the Galactic disk (Rocca-Volmerange & Schaeffer
1990). The pre-AGB lifetimes of Iben & Laughlin (1989) are used
to relate the initial mass to the pre-AGB lifetimes.! From this
relation it is also derived that stars down to M., =0.93Mg
have lived long enough to have reached the AGB. If the mass loss
rate on the RGB (and possibly the E-AGB) is high enough
though, the stars with the lowest initial masses will not reach the
AGB but will turn into white dwarfs on or after the RGB. From
BI1 we derive M .. =8.2M o for typical LMC abundances. For
the Chandrasekhar mass we assume Mc,=12M; (Hamada
& Salpeter 1961).

To compare the model results to the observations we have
combined the observed LMC carbon star LF of Cohen et al.
(1981) with the data presented by Richer et al. (1979).
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Fig. 4. The age-metallicity relation (dotted curve, righthand scale) and
star formation rate (solid curve, lefthand scale) in the LMC adopted from
van den Hoek & de Jong (1992)

! In fact Iben & Laughlin presented 4 fit to the lifetimes needed to
reach the white dwarf (WD) stage. Because the main sequence
and RGB lifetimes dominate all other evolutionary phases, this is
essentially equal to the pre-AGB lifetime.

Blanco et al. (1980) surveyed three 0.12 deg? fields in the
LMC, complete down to My, =~ —2. They found 186 carbon
stars. Cohen et al. derived bolometric magnitudes for 165 of
them. One carbon star brighter than M., = — 5.8 was discovered.
Westerlund et al. (1978), surveying 62.5 deg? down to My, =~
—4.5, discovered 302 carbon stars. Richer et al. presented
R, I photometry for 112 of them. We transformed these into bolo-
metric magnitudes using the bolometric corrections of Cohen
et al. In this sample, 28 have M, < —5.8.

Richer et al. (1979) and Richer (1981a) have investigated the
relative importance of the J-type carbon stars, carbon stars
enriched in !3C, in both surveys. Richer found 3 J-type stars
among the 23 he investigated in one of the Blanco et al. fields
which contained a total of 70 carbon stars and Richer et al. found
7 among the 40 stars they investigated of the Westerlund et al.
survey.

In Fig. 5 the observed LF of carbon stars in the LMC is
presented, scaled to a distance modulus of the LMC of 18.5 [see
Table 6 of Jacoby et al. (1990) for a compilation of distance
determinations to the LMC. A recent determination with the
HST for SN 1987A gave 18.50+0.13 (Panagia et al. 1991)]. The
solid line is the total LF, while the dotted line is the contribution
of the J-type carbon stars, blown up by a factor of 5. The
observed number of J-type stars in each bin was scaled using the
respective discovery rate in both fields and then the LF of both
fields were weighted with the total discovery rate of carbon stars
in the Blanco et al. and Westerlund et al. surveys. The LF of the
J-type stars is uncertain due to the small numbers involved.

From Fig. 5 it is derived that carbon stars exist up to
My, =~ —6.5 but that they are rare. Approximately 1% is brighter
than M, = —5.8. The peak of the LF is at M, = —4.875 (center
of bin). The distribution of the J-type stars is bimodal. There is
a small fraction (~0.1%) of high luminosity J-type carbon stars,
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Fig. 5. The observed luminosity function (LF) of carbon stars in the
LMC for a distance modulus of 18.5. The solid line is the total LF, while
the dotted line is the LF of the J-type carbon stars, multiplied by a factor
of 5. The total LF is normalised to unity
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possibly connected to HBB and a more significant fraction
(~10%) of low—luminosity J-type carbon stars. They dominate
the lowest luminosity bins. The non-J-type carbon stars in the
LMC are important for M, < —4. The origin of the low—lumin-
osity J-type carbon stars is less clear. These stars might be
descendents of, or related to, the R-type stars, which are observed
in the Galactic bulge up to M, = —2.8 (Westerlund et al. 1991b).

To allow for an observational error in the observed LF as
well as for the depth of the LMC (16 =0.04 mag as quoted in
Jacoby et al. 1990) and the intrinsic variability of stars on the
AGSRB, all the theoretical calculated LFs shown below are convol-
ved with a Gaussian of width 16=0.20 mag.

Besides the observed carbon star LF, the observed ratio of
carbon-to-oxygen rich stars (C/M-ratio) in the LMC will be used
as an additional constraint to the model.

For the carbon-to-oxygen rich star ratio a value of C/M =2 is
often quoted but some care should be taken since this ratio
strongly depends on spectral type of the M stars that are taken
into account. Blanco & McCarthy (1983) give C/M2+ =
0.24+0.1, C/M5+ =0.80+0.03, C/M6+ =2.2+0.1 respectively.
The question is therefore: what is the range in spectral type of

oxygen-rich TP-AGB stars, and what is the contamination of e.g.
E-AGB stars for a given spectral type?

Hughes (1989) and Hughes & Wood (1990) have made a sur-
vey for LPV in the LMC and determined spectral types for many
of them. The stars they found have luminosities which indicate
that they are on the AGB, but it is not possible to discriminate
conclusively between the E-AGB and the TP-AGB phase. In any
case, they find that most LPV have spectral types M 5 or later
and that C/M =0.63. It seems plausible that most stars in the
LMC with spectral type M 5 and later are on the TP-AGB.
Based on the previous estimates we will assume a theoretically
predicted C/M ratio of thermal pulsing AGB stars in the LMC of
0.6 <C/M <2.5 as in agreement with observations.

3.1. The low-luminosity tail of the LF of
carbon stars in the LMC

In this section the parameters which influence the low—luminos-
ity tail of the carbon star LF will be discussed.

The standard model has the following parameters: pre-AGB
mass loss rates of 7rgp=0.86 and ngsgs=3.0, mass loss rate on
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Fig. 6. The importance of the variation in luminosity during the flashcycle and the first few pulses on the luminosity function. From left to right the
models (N, N), (N, Y), (Y, N) and (Y, Y) where the first letter indicates whether the variation in luminosity during the flashcycles was included and the
second one if the effect of the first few pulses was included. For each model the top figure indicates the oxygen-rich stars, the middle one the S-stars and
the bottom figure the carbon stars. The LF is plotted in such a way that the sum over all bins (M + S + C) gives unity. The dotted line represents the

observed carbon star LF of Fig. 5
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the AGB #,6p = 3.0, minimum core mass for dredge-up accord-
ing to Eq. (32), dredge-up parameter 1=1/3, no convective over-
shooting, no HBB.

The fact that the luminosity during the first few pulses is
below the core-mass—luminosity relation, and the fact that the
luminosity is not constant during the flashcycle were long known,
but never simultaneously included in any synthetic evolution
model before. Iben (1981) approximately included the effects of
the flashcycle in his calculations and Bedijn (1988) the effect of
the first few pulses. The importance of taking both these effects
into account is demonstrated in Fig. 6 where we plotted the LF of
M, S and C stars for the standard model for the following
parameters (from left to right): not taking into account the
variation during the flashcycle (no “flashcycle”) and the effect of
the first few pulses (no “first few pulses™), no “flashcycle” but “first
few pulses” included, “flashcycle” included but not the “first few
pulses”, both “flashcycle” and “first few pulses” included.

The carbon star LF when neither the flashcycle and the effect
of the first few pulses is included outlines the “carbon star
mystery” of about 10 years ago. Compared to the observed LF in
Fig. 5 there are no low-luminosity carbon stars and too many
bright ones.

For the standard model, taking into account the effect of the
“first few pulses” has only effect on the M-star LF. The LF
extends about 0.5 mag to lower luminosities. This is indeed
expected based on Fig. 2. The fact that the carbon star LF
remains unchanged is simply because stars become carbon stars
after the sixth TP, which is the timescale adopted to go from the
first TP to full amplitude pulses. The largest effect of the flash-
cycle is to lower the low—luminosity tail of the LF by about
0.8 mag. This is expected based on the assumed properties of the
flashcycle (Table 4).

It is obvious from comparing the left and rightmost LF in
Fig. 6 that the effects of the flashcycle and the first few pulses are
rather large and should not be neglected. It is also obvious by
comparing the rightmost carbon star LF of Fig. 6 with the

M.AT. Groenewegen & T. de Jong: Synthetic AGB evolution. I. A new model

observed LF that these two effects alone are not sufficient to
bring the observed LF in accord with the predicted one. The
standard model including the “flashcycle” and the “first few
pulses” still predicts too few low luminosity carbon stars and too
many bright ones.

One could assume an even larger effect of the luminosity dip
(one would need Alog Ly, ~ —0.7) but unless the evolutionary
models are completely wrong, this seems not a viable option.
Besides, this does not solve the discrepancy of the high—luminos-
ity carbon stars and the wrong luminosity of the peak of the
distribution. A more promising solution to the discrepancy at the
low—luminosity end of the C-star LF is that the minimum core
mass for dredge-up, M™" is too high in the standard model. An
alternative solution, which will be investigated later, is that the
amount of carbon dredged up at a TP is too low. In evolutionary
calculations MT™ is determined by the adopted mixing length
parameter, which is very uncertain. BS4 showed that by (sudden-
ly) increasing « to 3 they could produce a carbon star with a core
mass of 0.566 from a star of initial mass 1.2M . Dredge-up
started immediately at a core mass of 0.566, far below the value in
the standard model of M " ~0.66 [Eq. (32) with Y =0.25, appro-
priate for the LMC].

In Fig. 7 the carbon star LF is plotted (normalised to 1 in
each panel) for the standard model but with M™"=0.66, 0.64,
0.62, 0.60, 0.58 and 0.56. Decreasing the minimum core mass for
dredge-up shifts the peak of the carbon star LF to lower values
but this effect is small, about 0.5 mag. Decreasing M ™" is not
sufficient to let the predicted and observed LF agree. Because the
observed LF starts at M,,~ —3.5 we can conclude that
M 7" >0.58. Lowering the minimum value for dredge-up results
in a longer carbon star phase. For the six values of M ™" reported
above the C/M ratio increases from 0.11, 0.15, 0.25, 0.38, 0.59 to
0.74. The ratio of S-stars to carbon stars is almost constant:
S/C=0.31, 0.30, 0.29,.0.28, 0.27, 0.26.

Although we have established that the onset of the carbon
star LF can be well explained with M ™"~0.58, the peak of the
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Fig. 7. The influence of lowering the
minimum mass for dredge-up on the
carbon star LF. The LF is nor-
malised to unity. The values of
M™n (in M) are indicated in each
panel. The value of C/M increases
from 0.43 to 1.8 and the peak is shif-
ted by 0.5 mag to lower luminosities.
The dotted line represents the ob-
served carbon star LF of Fig. 5
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predicted LF is still at a luminosity which is too high. To steepen
the carbon star LF we consider three possibilities: (1) a change in
the distribution of stars on the AGB; (2) a decrease in the
envelope mass of low-mass stars before the first TP and (3) an
increase in the amount of carbon dredged up after each TP. The
results are gathered in Fig. 8 and compared to the standard
model with M ™" =0.58 (panel a).

Since the initial mass function is the dominant factor deter-
mining the distribution of stars on the AGB the slope of the IMF
was changed from —2.72 to —3.5. This results in a relative
increase of low-mass stars which should become carbon stars at
lower luminosities. This is indeed found (panel b) but the change
in the LF is small.

Decreasing the envelope mass of the low-mass stars before the
first TP, i.e. increasing nrgp, has two opposite effects. There is less
oxygen in the envelope so the star should become a carbon star at
lower luminosities. On the other hand the lifetime is reduced, so
the star experiences less thermal pulses resulting in less dredge up
of carbon. From panel (c) we deduce that the latter effect wins.
There is a small shift to higher luminosities.

The amount of carbon dredged up after each TP is deter-
mined by 4, the total amount of matter dredged up relative to the
amount of matter processed between two successive thermal
pulses and X {,, the abundance of carbon in the material that is
dredged up. In the standard model 7.3% of all processed material
is carbon (A=1/3, X,,=0.22). In panel (d) this is increased to
16.5% (4=0.75, X,,=0.22). The agreement with the observed
LF is very good. The peak of the LF is now at the correct
luminosity. The C/M-ratio is 1.4 in this model which is in good
agreement with observations.
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Fig. 8. The normalised carbon star LF for the following models: (a)
standard model with MT"=0.58M ¢ («= —2.72, nrgs =0.86, 1=1/3); (b)
the slope of the IMF changed to a= —3.5; (c) pre-AGB mass loss rate for
the low-mass stars increased to nzgp=2.5; (d) the amount of carbon
dredged-up at each TP increased from 7.3% to 16.5%. Only an increase
in the amount of carbon dredged up at each TP is capable of bringing the
observed and predicted carbon star LF in agreement. The dotted line
represents the observed carbon star LF of Fig. 5

Although a distance modulus of 18.5 seems to be the most
reliable one, we have considered distance moduli of 18.25 and
18.75. The latter value is incompatible with the observed carbon
star LF since it is not possible to shift the LF to much lower
luminosities than what is achieved with the M ™" =0.58, 1=0.75
model. For a distance modulus of 18.25 we performed a similar
analysis as described above. We find that a model with
MP"=0.60 and 1=0.6 (i.e. 13% carbon dredged up after each
TP) predicts a carbon star LF which is in agreement with the
observed one if shifted to a distance modulus of 18.25. The
C/M-ratio in this model is 0.69 which is still in agreement with
observations.

We conclude that the low-luminosity tail and the peak of the
carbon stars LF can be explained equally well by two models. If
the LMC has a distance modulus of 18.25, a model with a min-
imum core mass for dredge-up of M™"=0.60 and with 13% of
the processed material in carbon fits the observed carbon star LF
well. For the commonly accepted distance modulus of 18.5 the
numbers of the best model are M™"=0.58 and 16.5%. We did
not consider distance moduli less then 18.25 because they are
unrealistically low. Distance moduli of > 18.6 are excluded by
our model. Only when the core masses at the first TP for the
low-mass stars are lower than assumed in this model it might be
possible to obtain a good fit for larger distance moduli.

The values of M™" found to be in agreement with obser-
vations are lower than found in existing models (except the one
ad hoc model of BS4). Lattanzio (1989a) found values of M ™" of
0.605 for a Z=0.001, M=1.5M 5 model and M™"=0.63 in
aZ=0001, M=1M, and a Z=0.01, M=1.5M 5 model.

3.2. The high-luminosity tail of the LF of
carbon stars in the LMC

As briefly pointed out earlier the high—luminosity tail of the
carbon star LF could, in principle, depend on four factors: the
mass loss rate, incompleteness of the optical surveys, HBB and/or
convective overshooting. They will be discussed in that order.

We first consider the combination of the mass loss rate and
optical obscuration. In Appendix C we derive that a maximum of
3% of all carbon stars brighter than M y,;= —6 could have been
missed by the optical surveys. Based on radiative transfer calcu-
lations we derive in Appendix C the critical mass loss rate Mg at
which a carbon star in the LMC becomes invisible. The value of
M scales with the factor Fig which depends on the assumed dust
properties and the dust-to-gas ratio. It is estimated in Appendix
C that Fyg is in the range 0.04—100. In the calculations presented
below Fz was varied in such a way that 3% of all carbon stars
brighter than My, = — 6 were obscured. The model then predicts
the degree of obscuration at other luminosities. In Fig. 9 the
optical carbon star LF is presented for #ags =#gacs =3, 5, 8. The
scale factor Fig was found to be 10, 14, 22 respectively. The
overall C/M ratio is 1.44, 0.88 and 0.45. Of all carbon stars 3.8, 1.8
and 0.7% are brighter than M, = —6. The observed fraction is
1.3%. The overall fraction of obscured carbon stars is 0.12, 0.07
and 0.03%. For the M and S stars the obscured fraction is even
less.

We conclude that obscuration is not important. Even when
the optical surveys have missed 3% of carbon stars brighter than
M o= — 6 (which is in fact an upperlimit) the overall degree of
obscuration is ~0.1% which is negligible. Since the mass loss
rate of a star scales with L in Reimers law but the critical mass
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loss rate at which obscuration occurs, approximately with L°-3
this is not surprising.

A second conclusion, based on the overall shape of the LF
(too many carbon stars at mid— and low-luminosities), the C/M
ratio and the fraction of carbon stars brighter than My, = —6 is
that nagp <8. The model with 745 = 5 fits the observations quite
well.

We will now consider the influence of HBB. Hot bottom
burning slows down, or even prevents the formation of carbon
stars by burning newly dredged-up matter into '*N during the
interpulse period. RV have extensively modelled HBB and we
included in a simple way these effects for their « =2 case, which

M.A.T. Groenewegen & T. de Jong: Synthetic. AGB evolution. I. A new model

gives the most HBB. Details are given in Sect. 2.9.4 and
Appendix A. For the a=2 case, HBB is important for stars with
M1 23.3M o, so it is expected that HBB can in principle
influence the high—luminosity tail of the carbon star LF.

In Fig. 10 we present the M, S and C star LF for three models:
(1) the standard model without HBB and with #sgs ="%gags =3,
(2) the same model with HBB and (3) a model with HBB and
nace=MNeacs=73. The effect of obscuration is included. The LF of
stars with '2C/*3C < 10, multiplied by 5, is given by the dotted
lines. The C/M ratio is 1.44, 1.28 and 0.85 respectively. The
fraction of carbon stars brighter than M,,;=—6 is 3.8, 1.2 and
0.7%. The fraction of J-type carbon stars brighter than
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Fig. 9. The effect of mass loss and
obscuration on the optical carbon
stars LF. From left to right models
With 7,65 ="gags =3, 5, 8 respective-
ly. The n,gz=8 model predicts too
few high-luminosity and too many
low-luminosity carbon stars. The
dotted line represents the observed
carbon star LF of Fig. 5
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Myy=—51is 0, 2.6 and 1.2% and 0, 0.9 and 0.4% overall. The
observed number of high—-luminosity J-type carbon stars is 0.5%
below My, = —5 and ~0.1% overall.

Given the uncertainty in the J-type carbon star LF due to the
small numbers involved, we conclude that our model for HBB in
combination with nsgs=7eags=>5 can account for the overall
shape of the high-luminosity tail as well as roughly for the
observed number of high-luminosity J-type stars. Our model
predicts that there also should be M and S stars which have
12C/13C < 10. Roughly 0.8% of the M-stars and 1% of the S stars
are predicted to be enriched in *3C in the 465 =#gags = 5 model.
This prediction will be difficult to verify because these stars are
probably too faint to obtain the very high resolution spectra
necessary to observe the 13CO bands in the near infrared. The
very luminous MS-stars (Wood et al. 1983; Lundgren 1988)
should be considered first rate candidates for such an analysis
when improved observational techniques allow this.

Finally, we briefly discuss the effect of convective overshoot-
ing. The effect of convective overshooting is rather difficult esti-
mate in our models, because the formulae presented in Sect. 2
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Fig. 11. The LF of M, S and C-stars for the final LMC model with
parameters M™"=0.58M o, 4=0.75, fags="eacs =5, HBB included.
For the same set of parameters a Galactic model was calculated using the
appropriate SFR, IMF and age-metallicity relation of van den Hoek
& de Jong (1992). The dotted curve is the observed LMC carbon star LF
of Fig. 5
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have been derived from classical models without convective over-
shooting. Because little or no evolutionary calculations have
been performed for AGB stars with convective overshooting
models we have restricted ourselves to a zeroth order approxima-
tion of convective overshooting, based upon the fact that convec-
tive overshooting effectively increases the core mass of a star in
such a way that a star of initial mass M behaves like a star of
mass fos M (fos> 1, “0s” stands for overshooting) without convec-
tive overshooting. The factor f,, was determined by comparing
the MS lifetimes and the mass for which the HeCF occurs from
evolutionary calculations with and without convective over-
shooting. A factor f,sx1.2-1.4 is appropriate for models with
small convective overshooting (d=0.25H,; Maeder & Meynet
1989), while for models with strong convective overshooting
(d=1H,; e.g. Chiosi et al. 1987) f,,~ 1.3-1.6 seems appropriate.
Convective overshooting is only important for stars with
M iniia 2 1.2M @, so f, always equals 1 for stars below this limit.
Selecting star from interval M oye, <M < (M ypper/fos) We cal-
culated the evolution as if the core mass was for a star of mass
fos M. The main changes relative to the non-convective over-
shooting models are threefold. Firstly, substantial mass loss on
the RGB is restricted to stars with M <1.6M , because stars
above this limit will not experience the HeCF. Secondly, for
a given initial mass the core mass at the first TP will be larger and
thirdly, the envelope mass will be smaller.

A comparison of models (M™"=058M,, A=0.75,
nacs ="eacs =23, HBB included) calculated with and without
convective overshooting (using f,,=1.2) shows that the differ-
ences are small. The C/M ratio e.g. is reduced from 0.85 to 0.73.
The shape of the carbon star LF remains virtually unchanged.
The largest difference is in the initial-final mass relation. Because
a star of mass M is supposed to evolve like a star of mass
fos M without overshooting, the final mass of a star will be higher
than the final mass of the same star without overshooting.
Stothers (1991) showed that all tests for the presence of convec-
tive overshooting are consistent with d/H_,=0, and that the best
tests place an upperlimit of d/H,<0.2. Convective overshooting
will not affect the conclusions of this paper.

4. Discussion and conclusions

In Fig. 11 the M, S and C-star LF is plotted for the best model of
the LMC. The parameters are M™"=0.58M, 1=0.75, fjags =
Neags=13, irgs 0.86, HBB included. We find that M, S and
C stars occur in the ratio 0.501:0.077 : 0.422. The predicted (solid)
and observed (dotted) carbon star LF agree very well. The
predicted C/M ratio (0.85) lies within the observed range
(0.6-2.5).

The chemical nature of AGB stars is based upon the C/O
abundance ratio. We have assumed that the transition from M to
S star occurs at C/O =0.81 and from S to C star at C/O=1.0. In
particular the former value is uncertain. To illustrate this uncer-
tainty we recalculated the LF for the final LMC model assuming
that the M to S star transition occurs at C/O=0.90. We find
slightly different ratios of M, S and C stars, 0.539:0.039:0.422.
The LF are virtually unchanged. The C/M ratio drops to 0.78,
while the S/C ratio drops from 0.18 to 0.093. We conclude that
the average lifetime of the S star phase approximately scales like
~(1—0), where J is the assumed C/O ratio of the M to
S transition.
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We cannot distinguish between models with a high A and
a standard value of the carbon abundance after a TP (X, =0.22)
or vice versa. All models with 1X,,=0.165 fit the observations.
Although a model with a higher X, results in less helium being
dredged up, and a model with higher 2 results in lower final
masses, these effects are too small to be used to determine if A or
X, are different from the standard values (A1=1/3, X,=0.22;
)LXlZ = 0073).

The minimum core mass for dredge-up is lower and the
dredge-up efficiency is higher than found in published evolution-
ary calculations (M™" > 0.60M , 4~ 1/3). However these models
do not predict carbon stars at the observed low—luminosities.
Only the model of BS4, when they arbitrarily increased the
mixing-length parameter from 1 to 3, predicts the low—luminosity
carbon stars observed. Recently, Sackmann et al. (1990) and
Sackmann & Boothroyd (1991) showed that with their code and
for certain opacities (LAOL including molecular opacities) a
mixing-length of «=2.1 was required to obtain a standard solar
model and to explain the observed position of the red giant
branch. The value they used in their earlier AGB calculations was
o=1.0. Because an increase in the mixing-length parameter re-
duces the luminosity at which dredge-up begins, it is not surpris-
ing that the old BS models did not predict carbon stars at the
observed low luminosities. We suggest that a systematic under-
estimate of the mixing-length parameter is the reason that evolu-
tionary calculations could not produce carbon stars at the ob-
served low—luminosities.

Taking the SFR, IMF (x= —2.55) and age-metallicity rela-
tion for the solar neighbourhood from a recent model (van den
Hoek & de Jong 1992) and assuming that the AGB evolution
parameters adopted for our final LMC model hold for the solar
neighbourhood, the LF in Fig. 11 was calculated for the Galaxy.
The shape of the carbon star LF is only slightly different from
that in the LMC. This supports the assumption usually made by
e.g. Groenewegen et al. (1992) that the mean luminosity of Galac-
tic carbon stars is about equal to LMC carbon stars. Compared
to the LMC the C/M ratio is reduced from 0.85 to 0.17. The
observed value for the C/M ratio in the solar neighbourhood is
~0.01 (Blanco & McCarthy 1981) which suggests that either
M™" is higher, 4 lower or n,p higher in the Galaxy than in the
LMC. The peak of the oxygen-rich AGB stars is increased from
~4400L in the LMC to ~5500L in the Galaxy. In Fig. 12 the
initial-final mass relation is presented for the LMC (crosses) and
the Galactic model (circles) and compared to the observations.
The observational data was taken from Weidemann & Koester
(1983) and references therein and supplemented with new results
from Koester & Weidemann (1985) and Reimers & Koester
(1988, 1989). Instead of plotting individual points with their
errors the two solid lines in Fig. 12 give the maximum and
minimum final mass allowed for by the data for a given initial
mass. In general there is good agreement for the low mass stars.
For the Galactic model the final masses for the massive stars are
in agreement with the observations. The discrepancy for the
LMC model is probably not significant since the observations
refer to WD in the solar neighbourhood and therefore should be
compared to the solar neighbourhood model.

With our mass loss rates the difference between final core
mass and core mass at the first TP is <0.03M g, (see Table 5). This
means that the initial-final mass relation strongly reflects the
initial-core mass at the first TP-relation [Egs. (1) and (4)] which
changes in slope near 3M, (see Fig. 1). Figure 12 shows that it is
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Fig. 12. The initial-final mass relation for the LMC (crosses) and Galac-
tic model (circles). The two solid lines indicate the minimum and max-
imum final mass allowed for by the observations of white dwarfs in the
solar neighbourhood.

difficult to obtain good agreement for the high mass stars. This is
probably due to the fact that our algorithms for high mass stars
are fitted to evolutionary calculations which neglected mass loss.
This probably resulted in an overestimate of the core mass at the
first TP.

We calculated the average final mass of the stars at the end of
the AGB for the best model for the LMC and compared this to
the average mass of the central stars of planetary nebulae. The
mean value (M;=0.62M ) agrees well with the observed value of
0.60+0.02M; (Barlow 1989; Dopita & Meatheringham 1990,
1991; Clegg 1991). No selection effects are included in the theoret-
ically predicted distribution. For example, the probability of
observing a PN on the horizontal evolution track through the
HR diagram is much higher for a low mass PN. On the other
hand, some post-AGB objects of very low core mass M.
0.56M ) may evolve so slowly that they never become a PN,
or are not recognised as such. This depends on the uncertain
post-AGB mass loss rate, which determines the crossing time
through the HR diagram.

We have so far concentrated on the global evolution of
a distribution of AGB stars. For some combination of input
parameters we have calculated the AGB evolution for selected
initial masses. Some relevant quantities are collected in Table 5.
We have considered the final model for the LMC (pgrgp=0.86,
Nacs =NEeace =3, M™"=0.58, 1=0.75, including HBB), labelled
model 1, a model identical to model 1 but with M™"=0.59,
/=0.7 (model 2), a model identical to model 1 but with Z=0.02
(model 3) and a model identical to model 3 but with
nacs=Neaces= 7 (model 4). In Table 5 the lifetime of the M, S and
C phases are listed together with the total AGB lifetime, the pulse
number at which the star became a carbon star, the total number
of pulses on the AGB, the final mass and the core mass growth on
the AGB [ = M;— M (1)], the total mass lost on the AGB and the
average mass loss rate on the AGB. We conclude that mass loss
dominates core growth by one to two orders of magnitude and
that the average mass loss rate on the AGB increases from
107® M yr ™! for the low mass stars to well over 1075 Mg yr™*
for the most massive stars.
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Table 5. Results for some models

427

M Model Z Tu Ts Tc Tacs  Nc N Mg AM, AMags Macs

0.93 1 0.0020 231 — — 231 — 2 0.553 0008 0.156 6.8(—7)
1.00 1 0.0037 160 — — 160 — 2 0.577  0.008 0193 12(-—6)
1.16 1 0.0058 142 — 83 225 3 3 0.583  0.009 0355 1.6(—6)
1.20 1 0.0062 138 — 103 241 4 4 0.585 0.009 039 1.6(—6)
1.50 1 0.0076 124 88 157 369 4 5 0.589 0010 0719 20(—6)
2.50 1 0.0084 329 84 467 881 7 12 0617 0022 1740 2.0(—6)
3.00 1 0.0086 302 160 603 1065 8 16 0627 0025 2093 20(—6)
5.00 1 0.0087 152 33 148 170 47 51 0918 0016 2228 13(—5)
1.30 2 0.0068 288 — — 288 — 4 0592 0016 0498 1.7(—6)
140 2 0.0072 299 — 28 327 5 5 0.594 0016 0605 19(—6)
1.50 2 0.0076 206 88 68 362 5 5 0.595 0016 0713  2.0(—6)
2.00 3 0.02 510 — 46 556 8 8 0588 0026 1255 22(—6)
2.50 3 0.02 602 89 162 853 10 11 0.597 0035 1752  2.0(—6)
3.00 3 0.02 780 86 260 1126 12 15 0599 0037 2121 19(—6)
200 4 0.02 417 — 9.9 427 7 7 0.582 0020 1236 29(—6)
250 4 0.02 602 — 442 646 9 9 0.589  0.027 1703  2.6(—6)
300 4 0.02 693 87 38.7 819 11 11 0593 0031 2015 25(—6)

Notes: Listed are the initial mass (M), the model number, the metallicity Z, the lifetime of the M, S, C and the total AGB
phase in 103 yr, the pulse number at which a star became a carbon star, the total number of pulses on the AGB, the final
mass, the core growth on the AGB, the total mass lost on the AGB (all in M) and the average mass loss rate on the AGB (in

MO yl‘_l).

Model 1: The final LMC model with M™" = 0.58M o, 4 = 0.75, #ags = Neags = 5, including hot bottom burning,

Model 2: As model 1 with M™" = 0.59M, A = 0.70.
Model 3: As model 1 but with Z = 0.02.
Model 4: As model 3 and with #agp = #gacs = 7-

Based upon the observed relative numbers of Cepheids and
bright AGB stars, Reid et al. (1990) concluded that the average
lifetime of luminous (M, < —6) AGB stars is “no more than
210° yrs”. Hughes & Wood (1990) and Iben (1991) derive a sim-
ilar lifetime. Our calculations confirm this. In our model a SM g,
star spends 1.3 103 yr below My, = —6. This agreement supports
our derived (high) mass loss rates.

Blanco & McCarthy (1983) have estimated the number of
carbon stars in the LMC. They derived a number of = 11000
over an area ~100 deg?. The area they considered includes the
outskirts of the LMC, and is much larger than that considered by
others. Because we want to compare the number of AGB stars
with the LPV census of Hughes (1989) in a future paper, we
estimated the number of carbon stars in the area surveyed by
Hughes for LPV (~55 deg?), based on the isopleths of Blanco
& McCarthy. This area includes all carbon stars within the
75 deg~ 2 isopleth (~ 7000 carbon stars) plus a large area within
the 25 deg 2 isopleth. The total number of carbon stars within
the area surveyed by Hughes for LPV is estimated to be
8250+250. In Sect. 3 we estimated that 10% of all carbon stars
are low—luminosity J-type stars which may not be on the AGB,
but possibly related to the R-type carbon stars observed in the
Galaxy. The number of carbon stars on the AGB is estimated to
be 7500+ 500. From Table 5 we find an average carbon star
lifetime of (2.0+0.5) 10°yr. We conclude that the birth rate of
carbon stars on the AGB in the LMC equals dN/dt
~N/T=0.038+0.010 yr !,

For the oxygen-rich AGB stars a similar estimate can be
made. The observed C/M ratio is between 0.4 and 2 depending
on the spectral type included in counting M-stars (Blanco &
McCarthy 1983). Assuming our model result of C/M =0.85 with
an error of 0.2 (based on a possibly spread of 0.02 in M™") we
derive a number of 6700-12 300 oxygen-rich AGB stars. With
a mean lifetime of (1.6+0.3) 103 yr (Table 5), we derive a birth
rate of 0.058 yr~! within a factor of 1.6 (i.e. 0.035-0.095 yr~!).

An independent estimate can be made by realising that the
carbon star birth rate equals the AGB death rate in the range
~1.2-~3.5M . Based on the adopted IMF and SFR we derive
that the number of stars in the ~1.2-~3.5M ; range is between
40% and 60% of all stars in the range ~0.93—~8M ¢, depending
on the exact values of the mass limits. Therefore we derive a birth
rate of AGB stars of 0.076 yr~! within a factor of 1.6 (ie.
0.047-0.122 yr~!). A birth rate of AGB stars of 0.07+0.02 yr ~*
is consistent with both estimates.

Payne-Gaposhkin (1971) identified 1111 Cepheids in
a 55 deg? area in the LMC. This survey is incomplete, possibly up
to a factor of 4 (Wright & Hodge 1971). Becker et al. (1977)
derived a number of 2000 Cepheids. Assuming the LMC contains
2000 Cepheids within a factor of 2 and a mean lifetime of the
Cepheid phase of 2-5 10° yr (Becker et al. 1977) we derive a birth
rate of 3-5M, stars of 6.3 107 3yr~!. From the adopted IMF
and SFR it is deduced that the number of stars in the range
0.93-8M, to the number of 3-5M, stars is between 12 and 22
depending on the exact value of the mass limits. Based on the
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number of Cepheids we estimate a birth rate of AGB stars of
0.10 yr ! uncertain to a factor of 2.2 (i.e. 0.045-0.22 yr~!).

Hardy et al. (1984) identified 2100 +210 clump stars in a 6’ by
12’ region in the NW part of the bar in the LMC. From Lattanzio
(1991) we find a mean lifetime of (1.5+0.5) 108 yr for the clump
phase. Boldly extrapolating to the whole LMC (55+ 5 deg?) we
estimate an evolution rate of clump stars of 0.11+0.04 yr ™!,

Jacoby (1980) estimated the total number of PN in the LMC
to be 996 +253. A number of possible PN included in Jacobys
calculation were subsequently shown not to be PN (Boroson
& Liebert 1989). Repeating Jacoby’s analysis taking these new
results into account (in particular N;=25, f; =2.19 in Jacoby’s
formula) gives an improved number of 838 +212 PN in the LMC.
Using a mean lifetime of 2-5 10* yr results in a birth rate of PN of
0.026 yr~ ! uncertain to a factor of 2 (i.e. 0.013-0.052 yr ™ 1).

We conclude that the calculated lifetimes of AGB stars from
our standard model, in combination with the observed number of
carbon and oxygen-rich stars gives a birth rate of
0.07+0.02 yr~ !, which is in good agreement with the AGB
evolution rates estimated from the number of clump stars
(0.114+0.04 yr ') and Cepheids (0.10 yr ~! within a factor of 2.2).
The estimated birth rate of PN (0.026 yr ~! within a factor of 2) is
well below this value which suggests that a fairly large number of
low-mass stars (Mjnuia S1.1M ) either do not become PN
(evolution probably too slow) or have simply not been detected
yet.

Our model predicts that in the LMC stars more massive than
1.2M will pass through a carbon star phase and stars more
massive than 1.5M , pass through an S-star phase. If the transition
from M to S star occurs at C/O =0.90 instead of 0.81 the latter
value would be ~1.7M. These numbers depend on the min-
imum core mass for dredge-up and the dredge-up efficiency. For
M™i"=0.59M 5 and 1=0.7 only stars >1.4M  pass through the
carbon star phase. We have compared our results with the
observations of AGB stars in LMC clusters (Frogel et al. 1990;
Westerlund et al. 1991a). They report that S-stars are observed in
LMC clusters of SWB (Searle et al. 1980) type IV and V but not
in type VI and VII. Carbon stars are predominately observed in
clusters of type IV, V and VI with very few in type I-III. There is
no known LMC cluster of type VII containing a carbon star. The
oldest LMC clusters containing carbon stars (N 1978, N 2173)
have ages between 2-3 Gyr (Sagar & Pandey 1989). Interpolating
in the models of Sweigart et al. (1989) and Lattanzio (1991) this
corresponds to stars that are on the AGB of initial mass between
1.3M and 1.6M. This is in good agreement with our predic-
tion. Our result that stars need to be somewhat more massive to
go through an S-star phase is consistent with the fact that they
are observed in clusters of earlier SWB type. The fact that there
are few or no C and S stars in young clusters of SWB type I-11I,
corresponding to initial masses 2 4M g, is also in agreement with
our predictions.

In comparing the solar metallicity models 3 and 4 with the
LMC model 1, we note that the minimum mass for carbon star
formation is raised to ~2M . For every initial mass the duration
of the carbon star phase is shorter for the Z=0.02 models than
for the corresponding LMC models. This is of course consistent
with the fact the C/M ratio in the Galaxy is lower than in the
LMC.

From a comparison of model 3 and 4 we stress the import-
ance of the mass loss rate on the AGB in determining the lifetimes
of AGB stars in general and the carbon stars in particular. For

M.A.T. Groenewegen & T. de Jong: Synthetic AGB evolution. I. A new model

model 4, which may be indicativg for the solar neighbourhood,
we see that stars become carbon stars at the last TP on the AGB
and that the carbon star phase lasts a few times 10* years. This
number is in surprisingly good agreement with the lifetime esti-
mate of the carbon star phase in the solar neighbourhood made
by Groenewegen et al. (1992).
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Appendix A: hot bottom burning

Hot bottom burning (HBB) has been described in detail by
Sugimoto (1971), Uus (1973), Iben (1973), Scalo et al. (1975), RV
and Sackmann & Boothroyd (1991). These authors do not agree
on the exact extent of HBB. This is due to uncertainties in the
temperature at the base of the convective envelope, Ty, which is
quite sensitive to the core and total mass and to the mixing-
length. In light of these uncertainties we restricted ourselves to
a simple model of HBB, which reproduces the results of RV fairly
well. In order to make headway we have only considered the a =2
case of RV for three reasons. Firstly, RV gives information on Ty
only for this case. Secondly, a mixing-length parameter of 2 seems
more appropriate than the values considered by RV (see e.g.
Maeder & Meynet 1989) and thirdly, it will enable us to study the
maximum effect of HBB on the results.

In our simple model to describe HBB four parameters are
needed: (1) the (average) temperature at the base of the convective
envelope, Ty, as a function of core and total mass, (2) the fraction
(fups) of newly dredged up matter exposed to the high temper-
atures at the bottom of the envelope, (3) the amount of matter in
the envelope, relative to the total envelope mass, which is mixed
down and processes at the bottom of the envelope (fy,.) and (4)
the (average) exposure time, typp, of matter in the zone of HBB.
The temperature at the base of the convective envelope is an
important quantity since only for T3> 30 10°K significant HBB
occurs (RV). When Ty<3010°K the lifetimes of the species
involved in the CNO-cycle against proton capture are too long.

The value of Ty, appropriate for the a=2 case of RV was
derived from Figs. 4-6 of RV, where they list the values of T at
different luminosities for different masses. Transforming the lu-
minosities into core masses using the core-mass—luminosity rela-
tion of RV, we have approximated T} as a function of total and
core mass. We find (temperatures in 10° K)

Tg=T3+127.6 (M.—0.8), (A1)
where the zeropoint is initial mass dependent:
T3= —2545+16.41 M,pia. (A2)

Iben (1976) quotes Ty =44 + 100 (M. —0.8) for a M =7M ¢ model
derived with oy, =0.7. The slopes of the two relations compare
fairly well and the difference in the zeropoint is due to the
difference in the mixing-length parameter.

Equation (A1) is valid until the envelope mass is reduced
below a critical value, after which Ty drops significantly below
the value given by Eq. (A1). The critical envelope mass is denoted
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by MHBB Another important quantity is the total effective expo-
sure time of matter to the high temperatures (tups). If t;, is the
interpulse period and if a hump of matter spends a time ¢, in the
HBB-zone due to the convective motion, and a time ¢, in the
cooler outer parts of the envelope, this hump of matter will be
mixed approximately t;,/t,+t, times through the HBB-zone
during an interpulse period. Therefore the total time a hump of
matter is exposed to the high temperatures during the interpulse
period is roughly given by tupg=t,/(t; +1t,) t;,. We have not
made an effort to try to determine ¢, and ¢, from first principle,
but rather determined the ratio f=t,/(t; +t,) by fitting our
model to the results of RV. However, since the region of high
temperatures is small compared to the extent of the total envel-
ope only f<1 would be a physical meaningful result.

The fraction, fygg, of newly dredged-up material processed by
HBB is expected to be close to 1. Since, the dredged-up material
is forced through the bottom of the convective envelope, only
a small fraction can escape HBB, through the help of convective
motion.

We implemented the algorithms used by RV and compared
our model results with those of the RV model a =2 case (Z =0.02,
Y=0.28, n=1/3, case A) to determine the values of tygp, fuss and
four- We constructed a grid in these parameters and after some
experimenting we found good results for combinations of para-
meters in the range: 0.0010 t;, <typp<0.0020 t;,, 0.93
<fups <0.95 and 210 * <f,,, <3 10~*. By comparing both life-
times and yields, the most suitable parameters for the o =2 model
of RV are: typp =0.0014 t;p, fups =0.94, fy,, =3 10~ *. By compar-
ing our model to the “case B” model of RV we found that
MEBB=0.85 M2 gives very good results, except for M =33M¢.
We are left with a discussion on the method to calculate the time
evolution of the species involved in the CNO-cycle. We used the
method presented in Clayton (1968). The basic assumption in his
method is that the two reaction chains of the CNO-cycle, the
CN-cycle,

12C(p, 3)'*N(e*, v)"* C(p, »)'* N(p, »)'* Ofe™, v)** N(p, 0)'*C
(A3)

and the ON-cycle,

N(p, 7)'* O(p, »)'” Fle ™, v)'" O(p, #)'* N (A4)

can be separated. This is due to the fact that the **N(p, ) reaction
occurs about once every 2800 'N(p, «) reactions.

After some simplifications (see Clayton 1968) the evolution of
the CN and ON-cycle is reduced to an eigenvalue problem in the
(12C, 13C, *N) and (*#N, €0, 70) abundances respectively. The
eigenvectors depend on the initial values of the abundances and
the eigenvalues depend on the lifetimes of the species against
proton captures. We used the reaction rates of Fowler et al.
(1975) to calculate the reaction rates. We verified the method of
Clayton by comparing the results to the exact time-dependent
calculations of Caughlan (1965), using identical initial conditions
and nuclear lifetimes. The differences in the abundances are less
than 1%, which is similar to the accuracy claimed by Clayton.

In our model we do not need the abundances at a specific
time but rather the averaged abundance 1/t j"o X (t) dt, see Eqs.
(35) and (36). In the method of Clayton the evolution of a species
X is of the simple form X (t)=2?=1 U;e*", so the average abund-
ance can be calculated analytically.

2 The value of M, is given by RV’s Eq. (33).
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Appendix B: AGB lifetimes

The distribution of stars on the AGB [Eq. (37)] depends on the
lifetime of stars on the AGB, t5gg. We expect the AGB lifetimes
to depend primarily on the mass loss rate on the AGB. We
calculated t,g for a sequence of stars with nygg=1, 5, 10 (solid,
long dashed, dot-dashed in Fig. B1 respectively). For a given
initial mass, the pre-AGB lifetimes of Iben & Laughlin (1989)
were used to derive its age, and the age-metallicity relation of the
LMC of van den Hoek & de Jong (1992) to derive Z. The helium
abundance was calculated from Eq. (24). For other relevant
parameters we used our standard model. The results are dis-
played in Fig. B1, where we normalised t,gp to its value of the
3M s model.

The shape of the t,gp function is rather peculiar and deserves
some further attention. It could be expected that t5gg is an
increasing function of initial mass, simply because there is more
envelope mass available. Evidently this is not true. First of all, for
stars of high enough mass, the AGB is terminated when the core
mass reaches the Chandrasekhar mass. Therefore, the lifetime is
determined by the time the core mass grows from M (1) to M¢y,.
This is (almost) independent of envelope mass and therefore
constant (in absolute terms). Because the lifetime of the reference
3M  model decreases with increasing #,gp, the high mass points
for nags=>5 and 10 lie above the nags=1 curve. The value of
nacs does determine however which stars live long enough to
reach the Chandrasekhar mass. The transition from stars that
end as white dwarfs and those who end as supernova is reflected
in the peaks in the y,gg=1 (at M=4.5M ) and nage=35 (at
M =7.5Mg) curves.

For stars below 2M, the mass loss on the RGB becomes
increasingly important in determining the AGB lifetimes. For
decreasing mass this means less envelope mass and lower life-
times. For the lowest mass stars the lifetime increases suddenly.
This is a metallicity effect as demonstrated in Fig. B1 where we
plotted the results for nagg=>3 for a set of models following the
age—metallicity relation (long dashed curve) and for a constant
metallicity (short dashed). Down to M ~1.5M the two curves

. T T T ' T T T T | T T T T ‘ T T T T I
1.0 —
[
@ 0.8 —
) C
< L
z |-
o 0.6 —
e N
g C
= L
g 0.4 —
) L
] L
= C
[: 0.2 —
0.0

INITIAL MASS (Mg)

Fig. B1. The relative lifetimes of stars on the AGB, for a mass loss
parameter 77,6 = 1 (solid), 5 (long dashed), 10 (dotted). The upturn at the
lowest masses is a metallicity effect. The shape of the curve at the highest
masses is determined by the time to reach the Chandrasekhar mass. The
short-dashed curve represents 11, =5 with constant metallicity. Details
are given in Appendix B
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are identical. For stars below ~ 1M g the metallicity drops very
fast with decreasing initial mass due to the age-metallicity rela-
tion. The mass loss on the RGB increases with decreasing mass
but also decreases with decreasing metallicity (see Table 2). For
the lowest mass stars the metallicity effect compensates the mass
effect. There is (relative) more envelope mass available and the
lifetime increases. When the calculations are extended to even
lower initial masses, the AGB lifetimes increase a bit further and
then drop to 0, for the star which has lost so much mass on the
RGB that M, =0 at the start of the AGB. From Fig. Bl we see
that for stars with M <4M  the influence of 7455 on the relative
AGB lifetimes is negligible and even for high mass stars the effect
is small. Because some preliminary calculations indicated that
nacs>1 was needed to fit the observed carbon star LF in the
LMC the following approximation to the curves in Fig. B1 was
used:

—2061M+2197, 093<M<],
0.336 M —0.199, 1<M<2,
tacs(M)/tacs(3)={ 0.528 M —0.584, 2<M<3,
—0937M+3812, 3<M<3.56,
0.48, 3.56<M<8.2.

This approximation was used in all calculations reported in this
paper.

Appendix C: obscuration of AGB stars

The carbon star LF (Fig. 5) which is used in this study was
derived from optical surveys which are complete down to I~ 17.
It is obvious that a star in the LMC which is losing mass at
a considerable rate and is surrounded by a dust shell, could, in
principle be weaker than I=17. On the other hand, such a star
may be detected by IRAS at 12 um.

In this appendix we derive an upperlimit to the number of
carbon stars missed by the optical surveys and show that it is
possible that a carbon star which is fainter than I =17 would not
be detected by IRAS. We further discuss at which mass loss rate
a star would become fainter than I=17 in the LMC.

Would all carbon stars that are fainter than I =17 be detected
by IRAS? To answer this question some radiative transfer calcu-
lations were performed. The standard model was a star of T =
3000 K, L=20000L¢ (M, = —6) at a distance of 50.2 kpc sur-
rounded by a dust shell. The shape of the spectrum is determined
by the optical depth as a function of wavelength:

OCM‘PQA/G

Ta )
R*rin Vo P

(C1)
where M is the mass loss rate, ¥ the dust-to-gas ratio, Q;, the
extinction coefficient, a the grain radius, R, the stellar radius in
solar units, ry, the inner radius of the dust shell in stellar radii, v,
the expansion velocity and p the grain density. Equation (C1)
assumes a 1/r? density law. The standard values were ¥ =0.003,
v, =15kms™!, p=33 gcm™ 3. The inner radius was calculated
selfconsistently by assuming a temperature at the inner radius
(T.) of 1500K. For the grains we assumed AC amorphous
carbon (Bussoletti et al. 1987) with Q,/a=213000cm™! at
0.8 um.> We did not consider silicon carbide because it has

* Actually we multiplied the value of Q,/a given by Bussoluetti
et al. by a factor of 5 to let their results agree with those of Koike
et al. (1980).
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Fig. C1. The I magnitude and IRAS 12 um flux for stars in the LMC
surrounded by a carbon-rich dust shell. Indicated are the curves for
M,,,=—4, —5, —6, —7 and various optical depths at 0.8 pm. Numerical
details are given in Appendix C. From this diagram we conclude that it is
possible that optically invisible carbon stars (I > 17) are not detected by
IRAS (S,,<0.4Jy)

become clear that this is a trace species (< 10%) in the dust shells
of galactic carbon stars relative to amorphous carbon. In the
LMC with its lower metallicity there should be even less silicon
to form SiC.

We ran a series of models with increasing mass loss rate and
calculated the I magnitude and the IRAS flux at 12 um (folded
with the detector response of IRAS). The results are plotted in
Fig. C1. Indicated are the curves for My, = —4, —5, —6and —7.
Along the My, = —4 curve the optical depth at 0.8 um is in-
dicated for the L=20000L¢, T.¢;=3000 K model. For the stan-
dard parameters this corresponds to mass loss rates of 0, 2 1077,
51077,1107%1.510"%and 3 10" °M g yr . The mass loss rate
does not scale exactly linear with the optical depth because of
radiative transfer effects. For higher mass loss rates the back-
warming of the grains becomes important so the assumed con-
densation temperature of 1500 K is reached at a greater distance.

For any point in the diagram the mass loss scales with
/L/20000/(T:;/3000)*> due to the dependence of the optical
depth on the stellar radius and approximately like (T o/ T, )@ * #/2
due to the dependence of the optical depth on the inner radius.
The parameter p gives the overall wavelength dependence of the
grains, Q;~47F, and equals ~1 for amorphous carbon. For
example, from Fig. C1 we derive that a star of My, = —4 be-
comes invisible at I at ta3.3. If we assume a stellar temperature
of 3500 K this corresponds to a mass loss rate of (3.3/3.7)
1.0 107° ,/(3080/20 000) (3500/3000)=3.7 10~ "M yr !,

Important to the synthetic evolution models is to know the
mass loss rate at which a carbon star becomes optically invisible.
We expect the flux in the optical to vary like

cL .
4 nD?

_,_f~
—Jlim»s

where c is some constant, L the total luminosity, D the distance,
7 the optical depth and f;;,,, the flux. This can be recast into

Mb01=a—b1:.

© European Southern Observatory ¢ Provided by the NASA Astrophysics Data System


http://adsabs.harvard.edu/abs/1993A%26A...267..410G

FTOO3ACA © “7677 ~41

M.A.T. Groenewegen & T. de Jong: Synthetic AGB evolution. I. A new model 431

We have made a fit using the results of our radiative transfer
models and found that a carbon star in the LMC becomes fainter
than =17 at a mass loss rate

—1.49 — My,
2.79 108

M=Fg /L/20000 / T.t:/3000. (C2)
The change in the critical mass loss rate due to the luminosity
effect alone is a factor of 4.6 going from My, = —4 to —6. The
scale factor Fyg includes the uncertainties in v, p, Q,/a, r;, and
particularly the dust-to-gas ratio ¥, which is poorly known in the
LMC. Assuming a dust-to-gas ratio in the LMC between 1/700
and 1/1500 (Schwering 1988), terminal velocities which can be up
to a factor of 3 lower than in the Galaxy (Wood 1987) and
random errors in p, ri, and Q,/a of factors of 2, 2 and 5 respec-
tively, an observational constraint of 0.04 < Fjg < 100 can be set.

Similar radiative transfer calculations were made for oxygen-
rich stars. Astronomical silicate (Draine & Lee 1984 and unpub-
lished work) was used with Q;/a=13230cm ™! at 9.5 um, p=2
and a condensation temperature of 7, = 1000 K. For the terminal
velocity, the dust-to-gas ratio and the grain density the same
values as for the carbon stars were used. We find that an oxygen-
rich star becomes fainter than =17 in the LMC at a mass loss
rate

. —1.73—-M
M=Fg—————— /1720000 (T.:/3000).

2.19 104 3

In the synthetic evolution models Eq. (C2) was used for the
carbon and S-stars and Eq. (C3) for the M-stars to determine at
each timestep if a star was visible or obscured. The factor Fyg in
Egs. (C2) and (C3) as assumed to be equal.

Reid et al. (1990) combined IRAS data (down to S;,=0.1 Jy)
with ¥ and I plates of a 9.3 deg? area in the LMC. Out of a total
of 156 IRAS detections 63 had the characteristics of a stellar
photosphere or a circumstellar shell. After removing 17 fore-
ground objects and 17 LMC supergiants they were left with
13 AGB candidates and 16 IRAS sources with no obvious optical
counterpart. The 13 AGB candidates have 11.1<I<15.7 and
therefore would have been found by the optical surveys. There
remain 1.7 deg™ 2 sources with S;,>0.1 Jy and I>17.

The IRAS survey was essentially complete down to
S12=041Jy at 12 uym (Explanatory Supplement 1986, Chapter
VIII). Of the 16 unidentified sources only 2 have S;,>04Jy
(~0.2deg™?). From Fig. C1 we derive that IRAS could have
missed obscured carbon stars with S;,>0.4 Jy when M, = —6.
There are ~7deg™? optical carbon stars brighter than
My, = —6. If we assume that the unidentified sources are all
carbon stars and all are brighter than M,,= —6 we derive an
upperlimit of ~3% obscured carbon stars brighter than
M= —6.

In Sect. 3.3 where the influence of the mass loss rate and
obscuration is investigated we proceeded in the following way.
For a given mass loss rate #ap, Eqs. (C2) and (C3) were applied
with the scale factor Fjg varied in such a way that 3% of the
carbon stars brighter than My, = —6 were obscured. The model
then provides information on the degree of obscuration at other
luminosities.
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