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#### Abstract

Context. Type II Cepheids (T2Cs) are the less frequently used counterparts of classical or type I Cepheids (CCs) which provide the primary calibration of the distance ladder for measuring the Hubble constant in the local Universe. In the era of the "Hubble tension", T2C variables together with the RR Lyrae stars and the tip of the red giant branch (TRGB) can potentially provide non-CC-dependent calibration of the cosmic distance ladder. Aims. Our goal is to provide an absolute calibration of the period-luminosity, period-luminosity-colour, and period-Wesenheit relations (PL, PLC, and PW, respectively) of T2Cs in the Large Magellanic Cloud (LMC), which traditionally serves as a crucial first anchor of the extragalactic distance ladder. Methods. We exploited time-series photometry in the near-infrared (NIR) $Y$, $J$, and $K_{s}$ bands for a sample of approximately 320 T2Cs in the Magellanic Clouds (MCs). These observations were acquired during 2009-2018 in the context of the VISTA survey of the Magellanic Clouds system (VMC), an ESO public survey. We supplemented the NIR photometry from the VMC survey with wellsampled optical light curves and accurate pulsation periods from the Optical Gravitational Lensing Experiment (OGLE) IV survey and the Gaia mission. We used the best-quality NIR light curves to generate custom templates for modelling sparsely sampled light curves in $Y J K_{s}$ bands. Results. The best-fitting $Y J K_{s}$ template light curves were used to derive accurate and precise intensity-averaged mean magnitudes and pulsation amplitudes of 277 and 62 T2Cs in the LMC and SMC, respectively. We used optical and NIR mean magnitudes for different T2C subclasses (BLHer, WVir, and RVTau) to derive PL/PLC/PW relations in multiple bands, which were calibrated with the geometric distance to the LMC as derived from eclipsing binaries and with the Gaia parallaxes. We used our new empirical calibrations of PL and PW relations to obtain distances to 22 T2C-host Galactic globular clusters, which were found to be systematically smaller by $\sim 0.1 \mathrm{mag}$ and $0.03-0.06 \mathrm{mag}$ than in the literature when the zero points are calibrated with the distance of the LMC or Gaia parallaxes, respectively. Better agreement is found between our distances and those based on RR Lyrae stars in globular clusters, providing strong support for using these population II stars together with the TRGB for future distance scale studies.
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## 1. Introduction

The determination of the Hubble constant $\left(H_{0}\right)$, which parametrises the expansion rate of the Universe, is highly debated given the ongoing tension between the $H_{0}$ values derived

[^0]from the extragalactic distance scale, traditionally adopting classical Cepheids (CCs) and type Ia supernovae (SNeIa), and those inferred by the Planck mission based on the $\Lambda$ cold dark matter theory applied to the cosmic microwave background measurements (see e.g. Riess et al. 2022; Planck Collaboration VI 2020). Given this ongoing tension, CC-independent calibration of the cosmic distance ladder using stellar standard candles of different ages and metallicities is being explored to investigate possible sources of systematic uncertainties in $H_{0}$ determinations. One of the most promising alternative calibrations based on the tip of the red giant branch (TRGB) stars provides an $H_{0}$ value
that is intermediate between Cepheid-Supernovae and Planck measurements (Freedman 2021). Population II stars, such as type II Cepheids (T2Cs) and RR Lyrae variables (RRL), can be used independently or together with the TRGB stars, providing another alternative calibration for the local $H_{0}$ measurements based on old stellar standard candles.

T2Cs are probably old, low-mass, and metal-poor stars. Based on their pulsation periods, they are separated into three types: (i) BL Herculis (BLHer) stars with periods of between 1 and 4 days; (ii) W Virginis (WVir) stars with periods of between 4 and 20 days; and (iii) RV Tauri (RVTau) stars with periods of between 20 and 150 days. However, these period boundaries are only approximate; especially those between WVir and RVTau stars. Soszyński et al. (2008) noticed a subsample of WVir stars showing peculiar light curves and brighter magnitudes than normal WVir stars of a given period. These peculiar WVir (pWVir) stars are suspected to have a binary origin.

From the evolutionary point of view, BLHer, WVir, and RVTau are thought to be in different evolutionary phases, going from post-horizontal branch (post-HB) to post-asymptotic giant branch (post-AGB, Gingold 1976, 1985). BLHer are low-mass stars that have exhausted their core helium on the portion of the HB bluer than the classical instability strip (IS) populated by RRL. They are ascending towards the AGB phase, becoming increasingly brighter and redder. In this process, BLHer cross the classical IS at luminosities higher than that of the RRL (see e.g. Di Criscienzo et al. 2007; Marconi \& Di Criscienzo 2007, and references therein). The WVir stars exhibit a more advanced evolutionary phase than BLHer stars. Indeed, these latter are thought to be AGB stars crossing the IS at higher luminosities (which explains the longer periods) than BLHer stars on the blueward and redward path of the blue loop during the thermal pulse phase (see e.g. Bono et al. 2020; Wallerstein 2002, and references therein). Historically, RVTau stars have been considered to be the post-AGB stars, which cross the IS at even higher luminosities than WVir stars, but recent studies have also suggested a connection to binary evolution (see e.g. Groenewegen \& Jurkovic 2017).

T2Cs can be used as distance indicators because they follow very tight period-luminosity, period-Wesenheit ${ }^{1}$, and period-luminosity-colour relationships (PL, PW and PLC; see e.g. Feast et al. 2008; Matsunaga et al. 2011; Ripepi et al. 2015; Bhardwaj et al. 2017a; Bhardwaj 2020). These empirical relations based on T2Cs are almost parallel to those of CCs but at significantly fainter (i.e. $1-1.5 \mathrm{mag}$ ) magnitudes. Ripepi et al. (2015), Bhardwaj et al. (2017a), and Bhardwaj (2022, and references therein) suggested that the RRL PL relations are an extension of the T2C PL relations at shorter periods in the nearinfrared (NIR), in agreement with theoretical predictions (see e.g. Caputo et al. 2004; Marconi \& Di Criscienzo 2007). In particular, BLHer and WVir stars follow common PL relations in the NIR bands but different PL relations in the optical (e.g. Ripepi et al. 2015; Bhardwaj et al. 2017b, and references therein). The NIR PL relations of short-period T2Cs exhibit less scatter than those of the RVTau stars, especially in the Large Magellanic Cloud (LMC). The NIR PL relations have several advantages compared to the optical bands because of the smaller extinction, lower variability amplitude, and smaller temperature variations associated with them, which lead to tighter PL relations.

The T2Cs are generally found in Galactic globular clusters (GGCs) with blue HB morphology, in all components of

[^1]the Milky Way, namely the bulge, disc, and halo. However, these stars are rare in dwarf galaxies in the Local Group, except for a few hundred stars in the Magellanic Clouds (MCs; Soszyński et al. 2018) and four in the Sagittarius dwarf spheroidal galaxy (Hamanowicz et al. 2016). The MCs also host standard candles such as CCs $(\sim 11000)$ and RRL stars ( $\sim 45000$ ) (e.g. Soszyński et al. 2018; Clementini et al. 2019, 2023; Ripepi et al. 2023). The absolute calibration of NIR PL, PW, and PLC relations for T2Cs in the MCs will be useful for the distance scale because the LMC, and (to a lesser extent) the SMC, have traditionally served as an anchor of the distance ladder (e.g. Riess et al. 2022, and references therein). The simultaneous presence of different standard candles in the same galaxy also allows us to compare the distances obtained with the different indicators, providing a means to look for systematic errors. Particularly important is the homogeneity of the RRL and T2C distance scales, as both types of pulsators can be used to calibrate the TRGB method in an alternative route to calibrate $H_{0}$ (Beaton et al. 2016).

The LMC and the Small Magellanic Cloud (SMC) comprise the Magellanic system together with the "bridge" connecting them and the "stream", a H i feature covering more than 100 deg on the sky (e.g. Mathewson et al. 1974). The LMC and the SMC lie at an average distance of $\sim 50$ and 60 kpc , respectively (e.g. Pietrzyński et al. 2019; Graczyk et al. 2020). In the context of the NIR survey of the MCs, a great contribution has been provided by the ESO "Visible and Infrared Survey Telescope for Astronomy" (VISTA) public survey of the Magellanic Clouds system (VMC; Cioni et al. 2011). The main aims of the VMC survey are (i) to reconstruct the spatially resolved star formation history and (ii) to infer an accurate three-dimensional map of the whole Magellanic system. The survey was designed to observe in three bands, $Y, J$, and $K_{s}$, and to obtain deep time-series photometry reaching even the faintest Cepheids of all types and the vast majority of RRLs known in the MCs. The interested readers are referred to Cioni et al. (2011) for details regarding the VMC survey. Time-series $Y J K_{s}$ observations from the VMC survey are particularly useful in providing calibration the PL and PW relations of primary stellar standard candles in the MCs.

The NIR PL and PW relations of T2Cs have been explored in different environments: the Galactic bulge (Bhardwaj et al. 2017b; Braga et al. 2018), GGCs (Matsunaga et al. 2006; Bhardwaj 2022; Ngeow et al. 2022), and the MCs (Matsunaga et al. 2011; Ripepi et al. 2015; Bhardwaj et al. 2017a). Several studies, in particular those from the OGLE survey and the Gaia mission, have also investigated PL relations at optical wavelengths (Alcock et al. 1998; Iwanek et al. 2018; Ripepi et al. 2023, and references therein). The accurate and precise parallaxes from the Gaia mission (Gaia Collaboration 2016) have also allowed the calibration of the PL and PW relations based on Galactic field T2Cs in the Gaia bands (Ripepi et al. 2023) and NIR bands (Wielgórski et al. 2022). A small but non-negligible effect of metallicity on the absolute NIR magnitude of T2Cs was found by Matsunaga et al. (2006) and Wielgórski et al. (2022). However, Ngeow et al. (2022) did not find any statistically significant dependence of PL relations on metallicity for T2Cs, in agreement with theoretically predicted relations (Di Criscienzo et al. 2007; Das et al. 2021).

The scope of this work is to take advantage of Data Release 5 and 6 of the VMC survey ${ }^{2}$ in order to derive new accurate NIR PL and PW relations for the T2C in both the LMC and SMC following

[^2]previous, similar work by Ripepi et al. (2015). Compared with this latter study, we have more than doubled the sample of T2Cs in the MCs and have at our disposal both a new accurate distance of the LMC (and SMC) and the parallaxes of the Gaia mission Data Release 3 (DR3, Gaia Collaboration 2016, 2023b) for Galactic T2Cs. Overall, we will be able to calculate and calibrate PL and PW relations in the MCs, which will be particularly useful for the distance scale based on population II stars.

## 2. Type II Cepheids in the VMC survey

The observing strategy of the VMC survey is discussed in detail in Cioni et al. (2011). In brief, the VMC surveyed an area of $184 \mathrm{deg}^{2}$ covering almost the entire LMC, SMC and Bridge in three bands $Y, J$ and $K_{s}$ (central wavelength $\lambda_{\mathrm{c}}=1.02,1.25$ and $2.15 \mu \mathrm{~m}$, respectively) using the VIRCAM (VISTA InfraRed CAMera; Dalton et al. 2006; Emerson et al. 2006) instrument attached to the VISTA telescope. The VMC $K_{s}$-band time-series observations were planned to obtain 13 different epochs (eleven reaching a limiting magnitude of $K_{s} \sim 19.3 \mathrm{mag}$ with a $S / N \sim 5$, plus two shallower obtained with half of the exposure time) executed over several consecutive months with a specific observing cadence to obtain well-sampled light curves for pulsating variables (for details see Cioni et al. 2011; Ripepi et al. 2012; Moretti et al. 2014). For the $Y$ and $J$ bands, four epochs were planned, of which two were shallower. In practice, the actual number of epochs is larger, as many observations were repeated because of lower quality (i.e. data not matching the observational constraints), even if good enough to build light curves (see e.g. Ripepi et al. 2016).

The raw VISTA images acquired for the VMC survey were reduced by the VISTA Data Flow System (VDFS; Irwin et al. 2004) pipeline at the Cambridge Astronomical Survey Unit (CASU) ${ }^{3}$. The data used in this work were reduced using version 1.5 of the VDFS pipeline. The photometry is in the VISTA photometric system, which is described in detail by González-Fernández et al. (2018). The data reduced by the VDFS pipeline at CASU are ingested into the VISTA Science Archive (VSA; Cross et al. 2012).

T2Cs belonging to the MCs were identified and fully characterised in terms of period determination and epoch of maximum light by the OGLE IV survey (Optical Gravitational Lensing Experiment, Soszyński et al. 2018) and the Gaia mission (Gaia Collaboration 2016, 2023b; Clementini et al. 2016, 2019; Ripepi et al. 2019, 2023).

In total, we have a list of 345 T2Cs from OGLE IV and 30 additional objects from Gaia DR3 catalogue. We used the information (including classification) from OGLE IV, when available, and from the Gaia DR3 for the remaining cases. We crossmatched coordinates of our T2C sample with the VMC sources in the VSA database with 1 arcsec tolerance, preserving in the sample even objects with only two epochs of observation in a single band. We thus downloaded the $Y, J$ and $K_{s}$ time-series photometry for 318 and 21 T2Cs from the OGLE IV and Gaia DR3 lists, respectively (see Sect. 3.4).

T2Cs are distributed in the two Clouds as follows: 62 T2Cs (20 BLHer, 7 WVir, 17 pWVir, and 18 RVTau) belong to the SMC and 277 (86 BLHer, 104 WVir, 26 pWVir, and 61 RVTau) to the LMC. The spatial distribution of T2Cs in the MCs is shown in Fig. 1 in comparison with the VMC footprint. While most of the missing stars are placed outside the VMC footprint, there are four stars from the OGLE IV survey which have no

[^3]

Fig. 1. Distribution of the T2Cs in the MCs. The red and blue filled circles show the stars with and without a match in the VMC database at the VSA (see text). The projection (zenithal equidistant) is centred at $R A=55.0 \mathrm{deg}, \mathrm{Dec}=-73.0 \mathrm{deg}$. The empty rectangles trace the footprint of the VMC survey.


Fig. 2. Number of epochs for the T2C sample analysed in this work for the different VMC bands.

VMC counterpart within 1 arcsec, namely OGLE-LMC-T2CEP$005,030,169,173$. A visual inspection of the OGLE and VMC images revealed that the centroids and photometry of these objects were affected by close companion stars not resolved in OGLE and/or VMC data. To be conservative, these four problematic objects were excluded from our sample.

In the end, typically, we have 5-6 epochs in $Y$ and $J$ and $14-15$ in $K_{s}$, as shown in Fig. 2. For some stars, the number of epochs is much larger. Indeed, if a variable falls into a region of overlap between two pawprints, the number of epochs is increased. We note that not all the T2Cs have VMC observations in all the filters: 315, 329 and 339 stars have photometry in the $Y, J$, and $K_{s}$ bands, respectively. These samples represent $84 \%, 87 \%$ and $90 \%$ of the known T2Cs in the area surveyed by VMC. An example of a representative time series photometry in the $J$ band is shown in Table 1. The full version of the table is available at the CDS.

## 3. Data analysis

The time series light curves for the targets T2Cs were folded in phase using the periods and epoch of maximum from the literature (OGLE IV survey and Gaia mission DR3). The example light curves for the different T2C sub-classes are shown in Fig. 3. The following subsections define the procedure to determine our targets' intensity-averaged magnitudes in each band. We followed the same methodology already adopted in our previous works, consisting of the use of templates to fit sparsely sampled light curves (see Ripepi et al. 2016, 2017, 2022a).

Table 1. Example of time-series photometry for the star OGLE-SMC-T2CEP-46 in the $J$ band.

| ID | HJD <br> $(\mathrm{d})$ | Mag <br> $(\mathrm{mag})$ | $\sigma_{\mathrm{Mag}}$ <br> $(\mathrm{mag})$ | Band |
| :--- | :---: | :---: | :---: | :--- |
| OGLE-SMC-T2CEP-46 | 55808.778293 | 15.3155 | 0.0039 | $J$ |
| OGLE-SMC-T2CEP-46 | 55808.817253 | 15.3006 | 0.0038 | $J$ |
| OGLE-SMC-T2CEP-46 | 55810.805700 | 15.2809 | 0.0039 | $J$ |
| OGLE-SMC-T2CEP-46 | 55824.680427 | 15.2455 | 0.0036 | $J$ |
| OGLE-SMC-T2CEP-46 | 56102.881943 | 16.0358 | 0.0057 | $J$ |
| OGLE-SMC-T2CEP-46 | 56155.714828 | 15.3134 | 0.0043 | $J$ |
| OGLE-SMC-T2CEP-46 | 56155.807728 | 15.3377 | 0.0044 | $J$ |
| OGLE-SMC-T2CEP-46 | 56173.674063 | 15.3698 | 0.0043 | $J$ |
| OGLE-SMC-T2CEP-46 | 56175.665638 | 15.6619 | 0.0049 | $J$ |
| OGLE-SMC-T2CEP-46 | 56190.670667 | 15.5947 | 0.0044 | $J$ |
| OGLE-SMC-T2CEP-46 | 56229.653334 | 15.5178 | 0.0050 | $J$ |
| OGLE-SMC-T2CEP-46 | 56262.603381 | 15.2783 | 0.0045 | $J$ |
| OGLE-SMC-T2CEP-46 | 56509.822565 | 15.9970 | 0.0058 | $J$ |

Notes. The machine-readable version of the full table is published online at the CDS.

### 3.1. Template derivation

The first step of creating templates was to choose the best light curves among our sample of stars. For this purpose, we selected a subsample of stars with an adequate number of epochs $(>10)$ to ensure a good probability of having well-sampled light curves. As shown in Fig. 2, this first selection reduced significantly the number of objects to be considered in $Y$ and $J$, while several tens of stars are available in $K_{s}$.

Then, we proceeded with a visual inspection of the light curves, considering only those showing the least scatter and ensuring the entire period range spanned by the data. We also retained the variety of light curve shapes representing the four different T2C types investigated in this work (BLHer, WVir, pWVir, and RVTau).

Following previous works on templates of CCs in the VMC survey (i.e. Ripepi et al. 2022a), the template-fitting procedure is carried out in two subsequent stages: (i) fitting the light curve with a spline function, and (ii) using a Fourier truncated series with at least 10 terms to fit the continuous spline curve obtained in the previous step. This two-step procedure was very successful in avoiding numerical ringing in the light curve fitting due to the small number of epochs and large phase gaps.

The first step was carried out with a custom build Python code, which adopts the splrep function to fit smooth spline curves to the data. The best smoothing factors were found using visual inspection of each light curve. The fitting spline curves have been subsequently transformed into templates by subtracting their intensity-averaged mean magnitude and re-scaling the amplitude to unity.

The second step consisted of fitting these normalised templates with a truncated Fourier series with 10 terms to ensure a perfect correspondence of the analytical function to the spline curve. The fitting equation is:
$m(\phi)=A_{0}+\sum_{1}^{N} A_{i} \cos \left(2 \pi i \phi+\Phi_{i}\right)$,
where $N$ is the number of harmonics, $A_{0}$ the average magnitude (which in our case is zero), $\phi$ is the phase (intended as the adimensional substitute of time, it is therefore an observational independent variable); while $A_{i}$ and $\Phi_{i}$ are the unknown coefficients of the series, i.e. the amplitude and the phase of each
term. In the end, each template was transformed into a series of Fourier coefficients which are available in Appendix A.

The final template sample, shown in Fig. 4, contains 16 models for the $Y$ band, 15 for the $J$ band, and 31 for the $K_{s}$ band. For each band, the templates are further divided by star type (BLHer, WVir, pWvir, RVTau).

### 3.2. Template fitting to the observed light curves

We used the procedure discussed in Ripepi et al. (2022a) to fit our light curves with the templates described above. Given that they have zero average and amplitude one, each template is adjusted to the real light curves by varying 3 parameters: (i) a magnitude shift $\delta M$; (ii) a scale factor, $a$, that increases or reduces the template amplitude to adapt it to that of the observed light curves; and (iii) a phase shift $\delta \phi$ which takes into account possible differences in phase between templates and observed light curves. It is usual to impose that the maximum of the light curve is at phase 1 (or 0 ). To this aim, literature epochs of maximum from OGLE in the $I$ band and from Gaia in the $G$ band were used. The $\delta \phi$ term also takes care of any small difference between the epoch of maximum in these two bands.

It is possible to obtain these three unknown numbers for each template by minimising the following $\chi^{2}$ function:
$\chi^{2}=\sum_{l}^{N_{\mathrm{pts}}} \frac{\left[m_{l}-\left(a \times M_{t}\left(\phi_{l}+\delta \phi\right)+\delta M\right)\right]^{2}}{\sigma_{l}^{2}}$,
where $N_{\mathrm{pts}}$ is the number of epochs, $m_{i}, \phi_{l}$ and $\sigma_{l}$ are the observed magnitudes, the corresponding phases, and the uncertainties on the magnitudes, respectively. $M_{t}\left(\phi_{l}\right)$ represents the template as a function of phase.

The fitting routine has an outlier rejection procedure, as the VMC light curves may show one or more bad measurements, due to various reasons (e.g. the star being hit by a cosmic ray or falling on a bad detector column, etc.). Outliers are detected by analysing the distribution of the residuals from the fit and spotting points outside the interval $\pm 3.5 \times$ DMAD, where DMAD is Double-Median Absolute Deviation ${ }^{4}$.

[^4]

Fig. 3. Examples of light curves for different variability types. From top to bottom: BLHer, WVir, and RVTau, respectively. Both $J$ and $K_{s}$ bands data are shown.

As we have fitted all the available templates to each star, we decide the best-fitting template using the so-called $G$ parameter (introduced by Ripepi et al. 2016), which is defined as follows:
$G=\left(\frac{1}{\sigma}\right)^{2} \times\left(\frac{N_{U}}{N_{T}}\right)^{4}$,
where $N_{U}$ is the effective number of points used in the fit (after the rejection of outliers) and $N_{T}$ is the initial number of points (including outliers).

At the first visual analysis of the values of the amplitudes in the $Y$ and $J$ bands, we noticed a problem in the choice of the




Fig. 4. Templates created in each band (labelled in the figures).
template for several objects for which the few epochs we have available in these bands were not evenly distributed along the light curve.

Indeed, as shown in Fig. 5 (top), objects with few observations not well spaced in phase, do not allow proper constraint on three parameters of the fit of Eq. (2). To overcome this problem, we introduced a parameter that evaluates the light curve's sampling. This uniformity index was adopted according to the definition by Madore \& Freedman (2005):
$U_{N}^{2}=\frac{N}{(N-1)}\left[1-\sum_{l=1}^{N}\left(\phi_{l+1}-\phi_{l}\right)^{2}\right]$,
where $N=N_{T}$ and $\phi_{l}$ are defined as above (note that to calculate $U_{N}^{2}$, the epochs must be ordered in phase). Interpreted as a normalised variance, the $U_{N}^{2}$ statistic has a value of unity when


Fig. 5. Examples of fitting procedure. Top: light curves with incorrect templates. We note that for the RVTau variable, two points are out of the plot due to the very wrong amplitude. Bottom: light curves with the right template fitting for the same stars of the top panels.

Table 2. Coefficients of the linear relation between the amplitude in $I$ band and in $Y / J$ bands.

| Band | Group | $\alpha$ <br> $(\mathrm{mag})$ | $\sigma_{\alpha}$ <br> $(\mathrm{mag})$ | $\beta$ | $\sigma_{\beta}$ | RMS <br> $(\mathrm{mag})$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| $Y$ | WVir | 0.005 | 0.005 | 0.980 | 0.019 | 0.04 |
| $Y$ | BLHer \& RVTau | 0.047 | 0.007 | 0.736 | 0.026 | 0.09 |
| $J$ | WVir | 0.006 | 0.007 | 0.914 | 0.024 | 0.05 |
| $J$ | BLHer \& RVTau | 0.049 | 0.012 | 0.669 | 0.063 | 0.08 |

Notes. Relations are in the form: $\operatorname{Amp}(Y$ or $J)=\alpha_{\lambda}+\beta_{\lambda} \times \operatorname{Amp}(I)$. We note that the WVir subclass follows significantly different relations compared with BLHer and RVTau variables, which follow the same relations.
the distribution of points is non-redundantly uniform over the light curve. After extensive visual inspection of large numbers of light curves, we verified that objects with $U_{N}^{2}<0.6$ have too scanty light curves to use Eq. (2) with three free parameters. Indeed, in these cases the sampling of the epochs prevented the algorithm from determining correctly the phase shift and the amplitude scaling. As a consequence (i) the phasing of the templates was very different from the expected ones based on the analysis of the OGLE $I$ light curves; and (ii) the amplitude in $Y$ or in $J$ was larger than that in the $I$ band, while it is expected the amplitudes decrease monotonically from optical to NIR bands. In all these cases, we decided to reduce the free parameters from three to two, by imposing a fixed amplitude scaling. To determine the proper amplitude scaling, we selected all the objects with $U_{N}^{2}>0.9$ and used their amplitudes in the $I$ band (from the OGLE IV survey) to derive simple linear relations which are shown in Table 2. The adoption of this procedure fixes the problem as shown in Fig. 5 (bottom).

We used a Monte Carlo approach similar to Ripepi et al. (2016) to estimate the uncertainties on the fitted parameters. In brief, for each fitted source we generated 100 bootstrap simulations of the observed time series. The template fitting procedure was repeated for each mock time series and a statistical analysis of the obtained fitted parameters was performed. Our fitted parameters error estimate is given by the robust standard deviation $(1.4826 \times \mathrm{MAD})$ of the distributions obtained by the quoted bootstrap simulations.

The procedure outlined above allowed us to fit satisfactorily all the light curves using the best templates possible, eventually enabling the determination of accurate intensity-averaged magnitudes (and amplitudes) in all the bands. The final results for the whole sample of 339 targets are shown in Table 3, while examples of fitted light curves are shown in Fig. 6.

### 3.3. Reddening estimates for the target stars

To deal with the interstellar extinction, we took advantage of the recent accurate reddening maps published by Skowron et al. (2021). These maps have a varying spatial resolution, from $1.7 \mathrm{arcsec} \times 1.7 \mathrm{arcsec}$ in the centre of the MCs to $27 \operatorname{arcsec} \times 27 \operatorname{arcsec}$ in the peripheries, where there are fewer stars. They do not cover the entire extent of the MCs and were complemented by the same authors with the Schlegel et al. (1998, SFD hereafter) maps, which have a lower spatial resolution. As some of our targets were very distant from the MCs centres, the derived reddening values $E(V-I)$ can be based either on Skowron et al. (2021) or the SFD maps.

The coefficients used to correct the magnitudes for the extinction were calculated according to Cardelli et al. (1989) assuming $R_{V}=A(V) / E(B-V)=3.23$ (Inno et al. 2013). For the Gaia bands we used the coefficients published by Casagrande \& VandenBerg (2018). The adopted extinction
Table 3. VMC photometric parameters for all the 339 LMC and SMC T2Cs analysed in this work.

| ID (1) | $\begin{gathered} \text { RA } \\ (\mathrm{deg}) \\ (2) \end{gathered}$ | Dec (deg) (3) | Class (4) | $\begin{gathered} P \\ \text { (days) } \\ \text { (5) } \end{gathered}$ | $\begin{gathered} \langle Y\rangle \\ (\mathrm{mag}) \end{gathered}$ (6) | $\begin{gathered} \sigma_{\langle Y\rangle} \\ (\mathrm{mag}) \end{gathered}$ (7) | $\begin{gathered} \mathrm{A}(Y) \\ (\mathrm{mag}) \\ (8) \end{gathered}$ | $\begin{aligned} & \sigma_{\mathrm{A}(Y)} \\ & (\mathrm{mag}) \end{aligned}$ (9) | $f_{Y}$ <br> (10) | $\begin{gathered} \langle J\rangle \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \sigma_{\langle J\rangle} \\ (\mathrm{mag}) \\ (12) \\ \hline \end{gathered}$ | $\begin{gathered} \mathrm{A}(J) \\ (\mathrm{mag}) \\ (13) \end{gathered}$ | $\sigma_{\mathrm{A}(J)}$ (mag) <br> (14) | $f_{J}$ <br> (15) | $\begin{gathered} \left\langle K_{s}\right\rangle \\ (\mathrm{mag}) \\ (16) \\ \hline \end{gathered}$ | $\sigma_{\left\langle K_{s}\right\rangle}$ <br> (mag) <br> (17) | $\begin{gathered} \mathrm{A}\left(K_{s}\right) \\ (\mathrm{mag}) \\ (18) \\ \hline \end{gathered}$ | $\sigma_{\mathrm{A}\left(K_{s}\right)}$ <br> (mag) <br> (19) |  | $E(V-I)$ <br> (21) | $f_{E(V-I)}$ | Source <br> (23) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OGLE-SMC-T2CEP-44 | 1.82732 | -74.47599 | RVTau | 22.14387 | 15.094 | 0.002 | 0.57 | 0.01 | f | 14.910 | 0.010 | 0.63 | 0.04 | f | 14.472 | 0.001 | 0.81 | 0.03 | f | 0.040 | 1 | OGLE |
| OGLE-LMC-T2CEP-287 | 95.17501 | -72.52670 | BLHer | 1.344 | 17.650 | 0.010 | 0.35 | 0.01 | $t$ | 17.610 | 0.030 | 0.25 | 0.08 | f | 17.259 | 0.007 | 0.20 | 0.0 |  | 0.102 | 1 | OGLE |
| OGLE-LMC-T2CEP-285 | 94.45717 | -69.76087 | BLHer | 1.050 | 17.900 | 0.020 | 0.44 | 0.03 | f | 17.720 | 0.010 | 0.38 | 0.05 | f | 17.430 | 0.010 | 0.30 | 0.03 | f | 0.093 | 1 | OGLE |
| OGLE-LMC-T2CEP-283 | 94.24198 | -71.51516 | WVir | 9.503 | 15.858 | 0.001 | 0.39 | 0.03 | f | 15.609 | 0.002 | 0.23 | 0.01 | t | 15.131 | 0.004 | 0.2 | 0.0 | f | . 11 | 1 | OGLE |
| OGLE-LMC-T2CEP-282 | 93.73022 | -67.06919 | pWVir | 6.304 | 16.140 | 0.009 | 0.24 | 0.06 | f | 15.787 | 0.001 | 0.86 | 0.01 | f | 15.621 | 0.005 | 0.24 | 0.03 | f | 0.072 | 1 | OGLE |
| s. Columns: (1) I sity-averaged ma late the averaged s work; (22) flag ance regarding its | de in sity 1 ating and | and <br> d rela <br> tude <br> rigin <br> t. The | nce |  |  | eak | peal | $\mathrm{mpl}$ |  | RVT <br> $Y$ and <br> the $J$ <br> GLE I |  | Tauri, <br> uncer <br> (16)-(20) <br> a) of | int | $\begin{aligned} & =\mathrm{W} \\ & (10) \\ & \text { r Co } \\ & \text { iden } \end{aligned}$ | ind <br> (6) <br> catio | ting | fix | val | $\begin{aligned} & \text { Virg } \\ & \text { efor } \end{aligned}$ | $\begin{gathered} ;(5) \\ E(V \\ \hline \end{gathered}$ | le | and (7) used to adopted |

coefficients, corresponding to the colour excess $E(V-I)$, are reported in Table 4.

### 3.4. Complementary optical data

We complemented the NIR VMC data with literature optical photometry to study the variation of PL relations with wavelength. In addition, we can also use Wesenheit magnitudes mixing optical and infrared bands. We added data in the $V, I$ bands from the OGLE IV survey and in the $G, G_{\mathrm{BP}}, G_{\mathrm{RP}}$ bands from the Gaia mission (Ripepi et al. 2023). The optical magnitudes from the literature were already calculated as intensity-averaged ones, so they do not need any transformation. All the optical data is listed in Table 5.

The flag "SOURCE", in Table 5, indicates whether the object was identified by OGLE IV or Gaia (as in Table 3). The flag "SOS" discerns the technique used to calculate the average magnitudes in the Gaia bands ${ }^{5}$ : the value 0 indicates that the magnitudes are calculated with the standard technique adopted for all the stars (see e.g. Evans et al. 2018) and not specific for pulsating variables; the value 1 means that the magnitudes in the Gaia bands are calculated with the averaged-intensity technique after modelling the light curve (e.g. Clementini et al. 2016); the value 2 specifies that there are no magnitudes in the Gaia bands. Therefore, among the 318 T2Cs with OGLE IV identification, 316 have Gaia magnitudes: 85 and 231 with flag "SOS" $=0$ and 1 , respectively. The two missing stars have the flag "SOS" $=2$.

We note that, while all the stars in the OGLE IV catalogue have the average $I$ band magnitudes, not all have the $V$ measurement. Moreover, the $V, I$ data is completely missing for the stars originating from the Gaia catalogue and not present in OGLE IV. To recover the missing values in $V, I$ bands, we used the photometric transformations between Johnson and Gaia bands provided by Pancino et al. (2022). They use high-order polynomials to obtain the $V$ and $I$ band photometry from $G, G_{\mathrm{BP}}, G_{\mathrm{RP}}$ bands with uncertainties of 0.01 and 0.03 mag , respectively. The accuracy of transformations has been tested by Trentin et al. (2024), by comparing the $V$ and $I$ values from the Pancino et al. (2022) equations and those available in the literature for a sample of Galactic CCs. The calculated $V$ magnitudes are accurate within 0.01 mag , as expected, while the $I$ magnitudes result are too bright by 0.03 mag. As a consequence, we added to the transformed $I$ magnitudes an offset of 0.03 mag.

The flag "VI", in Table 5, marks the origin of the values of the $V I$ magnitudes: the first part indicates the origin of the $V$ value, the second of the $I$ one. Usually, the stars identified by the OGLE survey have the flag "VI" equal to OGLE,OGLE. However, $V$ magnitudes are missing for many T2Cs in the OGLE sample. In these cases, we adopted the Gaia magnitudes to estimate this quantity and the resulting "VI" flag is "P22;OGLE". For the stars identified only by Gaia both $V$ and $I$ magnitudes are estimated from $G, G_{\mathrm{BP}}, G_{\mathrm{RP}}$ data, so that we have "VI" flag equal to "P22;P22". We note that the VI magnitudes estimated from the Gaia bands may have lower quality if the flag "SOS" is 0 . In any case, the effect of the adoption of the standard averaged magnitudes are expected to be contained in a few per cent errors (see discussions on this point in Ripepi et al. 2022b; Gaia Collaboration 2023a).

[^5]

Fig. 6. Example BLHer, WVir, pWVir, and RVTau (from top to bottom row) light curves fitted in $Y, J, K_{s}$ bands (left to right columns). Notes: green filled circles are the observations; the red solid line is the best template for the light curve; and black filled circles are the outlier data not used in the fit.

Table 4. Extinction coefficient in different bands as a function of $E(V-I)$.

| Band | Interstellar absorption |
| :--- | :---: |
| $G_{\mathrm{BP}}$ | 2.678 |
| $V$ | 2.564 |
| $G$ | 2.175 |
| $G_{\mathrm{BP}}$ | 1.615 |
| $I$ | 1.564 |
| $Y$ | 1.000 |
| $J$ | 0.743 |
| $K_{s}$ | 0.307 |

## 4. Period-luminosity, period-wesenheit, and period-luminosity-colour relations

The multi-band photometry obtained as explained in the previous section has allowed us to calculate a significant number of PL, PLC and PW relations for the different classes of pulsating stars of interest for this work, separately for the LMC and SMC. In particular, we adopted different combinations of types:
(i) BLHer; (ii) WVir; (iii) BLHer and WVir; (iv) BLHer, WVir, and pWVir; (v) BLHer, WVir, pWVir, and RVTau. Next, we describe briefly the sequence of procedures followed to calculate the above-mentioned relationships.

### 4.1. PL, PW and PLC derivation with the least trimmed squares algorithm

To determine the coefficients of the PL, PW and PLC relations, we fitted linear relations of the following types:
$\begin{array}{ll}m_{\lambda_{0}}=\alpha+\beta \times \log P & \mathrm{PL}, \\ w\left(\lambda_{1}, \lambda_{2}\right)=\alpha+\beta \times \log P & \mathrm{PW}, \\ m_{\lambda_{1,0}}=\alpha+\beta \times \log P+\gamma \times\left(m_{\lambda_{1}}-m_{\lambda_{2}}\right)_{0} & \mathrm{PLC},\end{array}$
where the observed quantities are the periods and the dereddened intensity averaged magnitudes. To carry out these linear fits in one or two dimensions, we adopted the Python code LTS (Least Trimmed Squares, Cappellari et al. 2013). This procedure is particularly robust with respect to the outlier removal because the clipping is carried out inside-out, contrary to the standard $\sigma$ clipping.
Table 5. Optical photometric parameters for all the 339 LMC and SMC T2Cs analysed in this work.

| ID (1) | RA <br> (deg) <br> (2) | Dec (deg) (3) | Class (4) | $\begin{gathered} P \\ \text { (days) } \\ (5) \end{gathered}$ | $\sigma_{\mathrm{P}}$ <br> (days) <br> (6) | $\begin{gathered} \langle V\rangle \\ (\mathrm{mag}) \\ (7) \end{gathered}$ | $\begin{gathered} \langle I\rangle \\ (\mathrm{mag}) \\ (8) \end{gathered}$ | epoch $_{I}$ (days) (9) | $\begin{gathered} \mathrm{A}(I) \\ (\mathrm{mag}) \\ (10) \end{gathered}$ | $\langle G\rangle$ <br> (mag) <br> (11) | $\begin{gathered} \sigma_{\langle G\rangle} \\ (\mathrm{mag}) \\ (12) \end{gathered}$ | $\begin{gathered} \left\langle G_{\mathrm{BP}}\right\rangle \\ (\mathrm{mag}) \\ (13) \end{gathered}$ | $\begin{gathered} \sigma_{\left\langle G_{\mathrm{BP}}\right\rangle} \\ (\mathrm{mag}) \\ (14) \end{gathered}$ | $\begin{gathered} \left\langle G_{\mathrm{RP}}\right\rangle \\ (\mathrm{mag}) \\ (15) \end{gathered}$ | $\sigma_{\left\langle G_{\mathrm{RP}}\right\rangle}$ <br> (mag) <br> (16) | Source <br> (17) | SOS (18) | VI (19) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DR3_4687428801808318208 | 16.12685 | -72.61781 | RVTau | 60.100 | 0.100 | - | - | 1529.710 | - | 15.158 | 0.002 | 15.380 | 0.005 | 14.673 | 0.007 | Gaia | 1 | P22;P22 |
| OGLE-LMC-T2CEP-016 | 73.94154 | -69.12951 | RVTau | 20.305 | 0.002 | 15.883 | 15.454 | 7008.381 | 0.166 | 15.794 | 0.009 | 15.930 | 0.007 | 15.488 | 0.008 | OGLE | 1 | OGLE; OGLE |
| OGLE-LMC-T2CEP-017 | 74.06676 | -68.271 | WVir | 14.456 | 0.002 | - | 15.995 | 7014.267 | 0.856 | 16.730 | 0.010 | 17.140 | 0.050 | 16.060 | 0.030 | OGLE | 1 | P22;OGLE |
| OGLE-LMC-T2CEP-018 | 74.62422 | -69.40808 | BLHer | 1.380 | 0.001 | 18.634 | 17.959 | 7000.813 | 0.615 | 18.498 | 0.007 | 18.560 | 0.070 | 18.000 | 0.020 | OGLE | 1 | OGLE;OGLE |
| OGLE-LMC-T2CEP-019 | 74.70599 | -68.07435 | pWVir | 8.673 | 0.001 | 16.850 | 15.989 | 7002.910 | 0.633 | 16.665 | 0.007 | 16.860 | 0.010 | 15.960 | 0.050 | OGLE | 1 | OGLE;OGLE |
| OGLE-SMC-T2CEP-15 | 12.40383 | -73.16708 | BLHer | 2.570 | 0.001 | 17.189 | 16.884 | 7002.500 | 0.172 | 17.181 | 0.003 | 17.253 | 0.006 | 16.900 | 0.010 | OGLE | 1 | OGLE;OGLE |
| Notes. Columns: (1) Identificat W Virginis (T2C); (5) period; and relative uncertainty; (13) and flag indicating how the Gaia m machine-readable version of th | from O period (14) as for nitudes h full table | LEIV or r; (7) ma Cols. (11) e been ca published | itude <br> and (1 <br> ulated <br> the | nd (3) $I$ band but fo 9) flag S. | A and rom $G_{\mathrm{B}}$ dica | Dec; (4) <br> LE; (8) <br> (15) and <br> g what | lass: B magnitu (16) as the ori | $\text { LHer }=\text { BL }$ <br> de in $V$ b for Cols. <br> gin of the | ercul <br> d fro <br> 1) an <br> $I$ mag | (T2C OGLE 12) b tude. | RVTau <br> (9) ep for the portio | $\begin{gathered} =\mathrm{RV} \text { T } \\ \text { ech; } 10 \\ G_{\mathrm{RP}} ;(1 \\ \text { is sho } \end{gathered}$ | ri (T2 <br> ampli <br> flag <br> here |  | $=\mathrm{W}$ <br> $I$ ban the so nce re | rginis <br> ; (11) <br> rce use | 2C); <br> d (1 <br> for | VVir $=$ peculiar magnitude in $G$ tification; (18) nd content. The |

Table 6. Definition of the Wesenheit magnitudes used in this paper (see also Table 4).

| Relation |
| :--- |
| $\mathrm{W} V I=I-1.55(V-I)$ |
| $\mathrm{W} V K_{s}=K_{s}-0.14\left(V-K_{s}\right)$ |
| $\mathrm{W} J K_{s}=K_{s}-0.71\left(J-K_{s}\right)$ |
| $\mathrm{W} Y K_{s}=K_{s}-0.50\left(Y-K_{s}\right)$ |
| $\mathrm{W} G=G-1.90\left(G_{\mathrm{BP}}-G_{\mathrm{RP}}\right)$ |

### 4.2. Results for the PL, PW, and PLC relations

The PL relations were obtained in all the bands listed in the first column of Table 4. As for the wesenheit magnitudes, we calculated the PW relations for the five quantities defined in Table 6, where the coefficient of the colour term was obtained from the wavelength-dependent absorption values listed in the second column of Table 4. As for the Gaia bands, which have a wider bandwidth compared to Johnson-Cousins bands, we used the empirical Wesenheit function from Ripepi et al. (2019). As for the PLC, we considered the same magnitude-colour combinations which are at the base of the Wesenheit magnitudes shown in Table 6, where the colour coefficients are not fixed but free to vary.

An overview of the observational data at the base of all the PL relations to be derived in the LMC and SMC are reported in Figs. 7 and 8, respectively. Similarly, the left and right panels of Fig. 9 show the PW relations for T2Cs in the LMC and SMC, respectively. In all the figures, the different Cepheid types are highlighted with different colours. A visual inspection of these figures reveals several clear features, which will be later confirmed from a quantitative point of view:

- In all the considered cases, the apparent dispersion of the data decreases from the optical to NIR bands. This is particularly evident in the LMC where the number of pulsators is much larger than in the SMC. The effect is also more evident among the PL relations compared to the PW ones, as these are in all cases much tighter than the former, with the exception of the $J$ and $K_{s}$ bands.
- In the optical, the BLHer, WVir (and pWVir) and RVTau do not follow a unique linear PL relation. This is true also if we restrict the analysis to BLHer and WVir as is common in the literature. These types start following a unique PL relation for bands redder than I. According to Caputo et al. (2004), this is due to the different occupations of the IS in the optical bands for the T2Cs of different types.
- In all the cases unique PW relations appear to be followed by all T2C types. This is due to two factors: (i) a better correction for the reddening, in the sense that the individual reddening corrections applied to the magnitudes at the base of the different PL relations are less effective than the use of the Wesenheit magnitudes which are reddening free by construction; (ii) the inclusion of the colour term in the construction of the Wesenheit magnitudes, that reduces significantly the difference in occupation of the IS which is likely the cause of the different behaviour of the different T2C subtypes in the PL diagrams.
- In almost all the cases the RVTau stars show a larger dispersion compared to BLHer and WVir. This is due to possibly different origins of these stars, which, as discussed in the Sect. 1, could be a mixture of both old and intermediateage stars. Also, BLHer variables are slightly more dispersed


Fig. 7. Period-luminosity relations in all the considered bands from the optical to the NIR for T2Cs in the LMC. Blue, green, grey, and red filled circles represent BLHer, WVir, pWVir and RVTau pulsators, respectively. We note that the error bars are smaller than the dimensions of the dots.
than WVir stars (excluding pWVir). This is likely due to the fainter magnitudes reached by these stars.
Taking into account these considerations, we have carried out the PL, PW and PLC fittings for each T2C type separately and then in different combinations in order to quantify the differences in the slopes between the different types or the possibility of combining the sub-samples.

Examples of the PL and the PW fits are shown in Figs. 10 and 11 while all the figures showing the remaining fits can be found in Appendix C (Figs. C. 1 and C. 2 for the LMC and the SMC, respectively).

More in detail, Fig. 10 shows the PL relations in the $I$ band for single and combined T2Cs types, while Fig. 11 displays
selected tight PL and PW relations we obtain when combining BLHer and WVir types, only.

The results of the fit for all the considered cases and combination of types are reported in Tables 7 and 8, for the T2Cs in the LMC and SMC, respectively. These tables report the most interesting cases for the T2Cs, i.e. those without the more problematic RVTau pulsators. All the remaining cases are in Appendix C (Tables C. 1 and C.2).

Inspecting these tables we find a confirmation of our previous qualitative assessments.

- In the optical, PL relations calculated for BLHer and WVir have slopes which are different at several $\sigma$-levels. As we


Fig. 8. Same as Fig. 7, but for the SMC.
approach the $J$ and $K_{s}$ bands the slopes become consistent within less than $1 \sigma$.

- The dispersion decreases going from optical to NIR bands. We will discuss this trend in more detail in the next Section.
- The colour term, obtained from LTS plane fit, for the PLC relations in $K_{s}, J-K_{s}$ and $G, G_{\mathrm{BP}}-G_{\mathrm{RP}}$ is consistent, within $1 \sigma$, with the Wesenheit coefficient. This evidence demonstrates that the Wesenheit relations are not only reddeningfree but also able to significantly account for the width of the IS.
For the reasons listed above, in the subsequent analyses, we will use the PL relations in the $J$ and $K_{s}$ bands and the PW relations in $K_{s}, J-K_{s}, K_{s}, V-K_{s}$ and $G, G_{\mathrm{BP}}-G_{\mathrm{RP}}$.


## 5. Results

In this section, we exploit the PL, PW and PLC relations derived in this work and described in the previous Section. First, we discuss the dependence of the PL, PW and PLC coefficients on the wavelength. Secondly, we compare PL, PW and PLC relations with those in the literature.

### 5.1. Wavelength dependence of the PL, PW, and PLC coefficients

The extensive set of PL, PW and PLC calculations shown in Tables 7 and 8 (as well as Tables C. 1 and C.2) allows us to investigate in detail how the slopes and the dispersions of these


Fig. 9. Period-wesenheit relations in selected bands. Left panels: PW for T2Cs in the LMC. Right panels: same as left but for the SMC. The colours are the same as in Fig. 7.


Fig. 10. Examples of PL fitting in the $I$ band for different combinations of T2Cs in the LMC (see labels in the figures). The red and grey filled circles are the data used for the fit and the outliers, respectively. The solid black line is the best fit to the data, while the dashed blue lines show the $\pm 1 \sigma$ levels. For every figure in the top panel are plotted the fits while in the bottom panel the residuals of the fit. The colours are the same as above. The fits for the other bands are in the Appendix C.
relations vary with the wavelength. This exercise permits us to choose the best relationships to use in further analysis and to verify a trend which is already known in the literature for the CCs: the slopes and the dispersions of the PL (PW/PLC) relations increase (in absolute value) and decrease at longer wavelengths, respectively. This anti-correlation was noted for the CCs by Madore \& Freedman (1991) and explained on a physical basis by Madore \& Freedman (2011). Indeed, they demonstrated that this feature is due to the different dependence of the surface brightness on the effective temperature at different wavelengths.

Figures 12 and 13 show the result of this investigation for the PL relations in a few selected cases for the LMC and SMC, respectively. Looking at the panels displaying the $\beta$ (slope) and $\sigma$ (dispersion) coefficients in each figure, the expected trends stand out, especially for the combination BLHer and WVir, in the LMC, which provides the tightest relations. The trends of slope and dispersion are slightly less evident for the SMC, where the significant depth along the line of sight (e.g. Ripepi et al. 2017) produces an additional dispersion due to the geometry of the system, which can be larger than the intrinsic width of the IS.

Similar trends are visible in the other PL relations calculated in this work (see Figs. D. 1 and D.2). As for the PW relations (see Figs. D. 1 and D.2), also in these cases, the general trend is the same as for the PLs but with a less clear behavior. This is because the inclusion of a colour term in the Wesenheit magnitudes tends to mitigate the effect of the width and the shape of the IS both in the optical and in the NIR bands. These results
confirm and expand earlier findings by Matsunaga et al. (2006) and Ngeow et al. (2022).

### 5.2. Absolute calibration of PL and PW relations with the geometric distance of LMC

To compare our PL, PW and PLC with literature as well as to use them to calculate distances, it is mandatory to calibrate their zero points (intercepts) in absolute terms. To carry out this crucial procedure, we decided first to use the geometric distance of the LMC $\mu_{\text {LMC }}=18.477 \pm 0.026$ mag as measured by Pietrzyński et al. (2019) based on a sample of eclipsing binaries (ECB).

The calibrated PL, PW, and PLC relations are listed in Table 9. As expected, the smallest dispersion is obtained for the NIR bands. The PW and PLC provide similar dispersion for the same combination of magnitudes and colours, confirming the goodness of the adopted reddening corrections. Furthermore, the analysis of the colour term coefficients ( $\gamma$ ) of the derived PLC relations suggests that the optical PLC are less useful than the NIR counterparts. Indeed, the former show values of $\gamma$ which are between ten and twenty times larger, thus small errors in the reddening produce large variations in the derived magnitudes. Particularly interesting is the PLC including $V$ and $K_{s}$ bands because as already found in our previous investigation (e.g. Ripepi et al. 2015), the $\gamma$ coefficient is consistent within the errors with the colour term of the Wesenheit


Fig. 11. Example best fits for BLHer and WVir in the LMC. From the top we show the $\mathrm{PL} K_{s}, \mathrm{PWVI}, \mathrm{PWV} K_{s}, \mathrm{PW} J K_{s}, \mathrm{PLCV} K_{s}, \mathrm{PLCG}$ relations, respectively. The colours of dots and lines are the same as in Fig. 10. Additional fits are in the Appendix C.
magnitude $W\left(V, K_{s}\right)$. This means that this particular magnitude is not only reddening-free but also correct completely for the width of the IS.

### 5.3. Comparison with the literature

The relations in Table 9 (with absolute intercepts) and Table 7 (with relative intercepts) can now be compared to those available in the literature for the LMC and the GGCs.

Table 10 shows the comparison between a variety of PL, PW and PLC relation values from the literature (Matsunaga et al. 2006, 2011; Ripepi et al. 2015; Bhardwaj et al. 2017a) and our values. Figure 14 shows the comparison of our best rela-
tions with Matsunaga et al. (2009), Ripepi et al. (2015, 2019), Bhardwaj et al. (2017a), Wielgórski et al. (2022), Ngeow et al. (2022). Because the last three literature works were provided in the 2MASS photometric system, we adopted the conversion equations provided by González-Fernández et al. (2018) to convert from the 2MASS photometric system to the VISTA one: $J^{\mathrm{VISTA}}=J^{2 \mathrm{MASS}}-0.0031\left(J-K_{s}\right)^{2 \mathrm{MASS}} ; K_{s}^{\mathrm{VISTA}}=K_{s}^{2 \mathrm{MASS}}-$ $0.0006\left(J-K_{s}\right)^{2 \mathrm{MASS}}$.

An inspection of the tables allows us to reach several considerations:

- For each T2C sample and filter combination, our PL relations have been derived with the largest sample of stars and the resulting errors in the relation coefficients are the smallest

Table 7. Coefficients of the PL, PLC, and PW relations for T2Cs in the LMC.

| Relation | Group | $\alpha$ <br> $(\mathrm{mag})$ | $\sigma_{\alpha}$ <br> $(\mathrm{mag})$ | $\beta$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\sigma_{\beta}$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\gamma$ | $\sigma_{\gamma}$ | RMS <br> $(\mathrm{mag})$ | Used stars |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :--- | :--- | Total stars

Notes. The PL relations have the form $y=\alpha+\beta \times x$, where $x$, and $y$ are the period and magnitude, respectively. For PLCs we have $z=\alpha+\beta \times x+\gamma \times y$, where $x, y$, and $z$ are the period, colour and magnitude, respectively. Additional fits are in the Appendix C. 2 (Table C.1). The different columns report: (1) the type of relationship and the band of interest; (2) the pulsating class; (3) and (4) the $\alpha$ coefficient (intercept) and relative uncertainty; (5) and (6) the $\beta$ coefficient (slope as a function of the period) and relative uncertainty; (7) and (8) the $\gamma$ coefficient (colour term of the PLC) and relative uncertainty; (9) the Root Mean Square (RMS) of the relation; (10) and (11) the number of stars used in the fit and the total number of stars, respectively.
compared to any literature work, especially in the NIR bands (see Table 10).

- The coefficients of the BLHer PL relations (Table 10) in the $J$ band are in agreement within $1 \sigma$ with Bhardwaj et al. (2017a), within $1.5 \sigma$ with Matsunaga et al. (2011, LMC) and within $2 \sigma$ with Matsunaga et al. (2006, GGCs). In the $K_{s}$ band, they agree within $1.5 \sigma$ with Matsunaga et al. (2006, GGCs) and within $2 \sigma$ with the others.
- The coefficients of the WVir PL relations in $J$ agree within $1 \sigma$ with Bhardwaj et al. (2017a) and Matsunaga et al. (2011, LMC), disagree with Matsunaga et al. (2006, GGCs), while in the $K_{s}$ band they are in agreement within $1 \sigma$ only with Matsunaga et al. (2006, GGCs). All these discrepancies can be tentatively explained with the rather large uncertainties introduced in the fitting procedure by the short period range adopted when analysing WVir (and BLHer) separately.

Indeed, when the two subtypes are used together, the agreement between the different works improves significantly (see below).

- The coefficients of the PLs calculated using both BLHer and WVir in the $J$ band agree within $1 \sigma$ with Bhardwaj et al. (2017a), Ripepi et al. (2015) and Matsunaga et al. (2006), within $2 \sigma$ with Matsunaga et al. (2011). In the $K_{s}$ band, the agreement is generally worse, as in the previous cases, indeed the PL coefficients agree within $2 \sigma$ with all the literature works, except Bhardwaj et al. (2017a) which is more discrepant.
- Concerning the coefficients of the Wesenheit relations, there is a very good agreement with previous VMC results (Ripepi et al. 2015) while there is a large disagreement with Bhardwaj et al. (2017a). These differences could be due to $K_{s}$ band photometry in Bhardwaj et al. (2017a), which was

Table 8. As in Table 7, but for the T2Cs in the SMC. Additional fits are in Appendix C. 2 (Table C.2).

| Relation | Group | $\alpha$ <br> $(\mathrm{mag})$ | $\sigma_{\alpha}$ <br> $(\mathrm{mag})$ | $\beta$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\sigma_{\beta}$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\gamma$ | $\sigma_{\gamma}$ | RMS <br> $(\mathrm{mag})$ | Used stars |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | Total stars



Fig. 12. Coefficients for the PL relations in optical and NIR bands for the LMC. $\alpha$ and $\sigma$ are expressed in mag, $\beta$ in mag dex ${ }^{-1}$. Only part of the figures are shown here for illustrative purposes, the remaining figures can be found in Appendix D.
approaching the faint limit for the shortest-period BL Her stars.

- The PLC values can only be compared with the previous VMC work (Ripepi et al. 2015) as shown in Table 11. The agreement is very good, especially in $V$ and $K_{s}$, but with improved uncertainties in this work, owing to the larger sample.
- In the SMC, the coefficients of our T2C PL and PW relations listed in Table 12 agree all within $1-2 \sigma$ with Matsunaga et al. (2011) and Iwanek et al. (2018) (for the optical PWVI Wesenheit magnitude).
- The PL slopes ( $\beta$ coefficients) for the LMC and the SMC agree within $1 \sigma$ from the $G$ to the $K_{s}$ band, with the exception of $G_{\mathrm{BP}}$, which agrees within $2 \sigma$ (see Tables 7 and 8 ).
- The $\mathrm{PWV} K_{s}$ and the $\mathrm{PW} J K_{s}$ slopes ( $\beta$ coefficients) for the LMC and the SMC agree within $1 \sigma$, while the slopes of the others PW agree within $2 \sigma$.


Fig. 13. As in Fig. 12, but for the SMC.

Overall, the comparison with the literature shows good agreement, as for almost all the relations we find coefficients of PL, PW and PLC in agreement within better than $2 \sigma$ for both the LMC and SMC. At the same time, in almost all cases, our data improves both the precision and the accuracy with respect to the literature, owing to larger samples, better light curve coverage, and deeper photometry guaranteed by the VMC survey.

## 6. Applications

After having calibrated our best relationships by assuming the LMC distance, we derive the distances of selected GGCs hosting T2C variables and of selected field T2C stars having good multiband photometry and Gaia parallaxes.

### 6.1. The distance to the GGCs with T2Cs PL and PW relations calibrated with the LMC geometric distance

To test the PL and PW relationships calibrated with the LMC geometric distance, we applied them to GGCs hosting T2Cs.

Table 9. Coefficients of the PL/PLC/PW relations for T2Cs in the LMC calibrated with $D_{0, L M C}=(18.477 \pm 0.027)$ mag according to Pietrzyński et al. (2019).

| Relation | Group | $\alpha$ <br> $(\mathrm{mag})$ | $\sigma_{\alpha}$ <br> $(\mathrm{mag})$ | $\beta$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\sigma_{\beta}$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\gamma$ | $\sigma_{\gamma}$ | RMS <br> $(\mathrm{mag})$ |
| :--- | :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| PLJ | BLHer | -0.820 | 0.075 | -2.250 | 0.140 |  |  | 0.17 |
| PLJ | WVir | -0.558 | 0.038 | -2.400 | 0.068 |  |  | 0.10 |
| PLJ | BLH \& WVir | -0.813 | 0.032 | -2.156 | 0.024 |  |  | 0.12 |
| PL $K_{s}$ | BLHer | -1.033 | 0.072 | -2.560 | 0.140 |  |  | 0.16 |
| PL $K_{s}$ | WVir | -0.969 | 0.036 | -2.439 | 0.053 |  |  | 0.08 |
| PL $K_{s}$ | BLH \& WVir | -1.067 | 0.031 | -2.348 | 0.019 |  |  | 0.10 |
| PWG | BLH \& WVir | -1.032 | 0.031 | -2.436 | 0.022 |  |  | 0.14 |
| PWVI | BLH \& WVir | -1.140 | 0.031 | -2.491 | 0.022 |  |  | 0.12 |
| PWVK | BLH \& WVir | -1.195 | 0.031 | -2.475 | 0.017 |  |  | 0.09 |
| PWYK | BLH \& WVir | -1.251 | 0.031 | -2.516 | 0.017 |  |  | 0.09 |
| PWJK | BLH \& WVir | -1.226 | 0.031 | -2.501 | 0.016 |  | 2.007 | 0.085 |
| PLCG | BLHer | -1.103 | 0.058 | -2.520 | 0.110 | 0.20 |  |  |
| PLCG | WVir | -1.149 | 0.040 | -2.572 | 0.062 | 2.160 | 0.120 | 0.10 |
| PLCG | BLH \& WVir | -1.143 | 0.031 | -2.501 | 0.033 | 2.070 | 0.062 | 0.15 |
| PLCVI | BLHer | -0.949 | 0.061 | -2.460 | 0.110 | 2.150 | 0.120 | 0.12 |
| PLCVI | WVir | -1.629 | 0.049 | -2.667 | 0.066 | 3.350 | 0.160 | 0.09 |
| PLCVI | BLH \& WVir | -1.334 | 0.033 | -2.604 | 0.036 | 2.912 | 0.092 | 0.10 |
| PLCVK | BLHer | -1.161 | 0.052 | -2.611 | 0.093 | 0.136 | 0.041 | 0.10 |
| PLCVK | WVir | -1.133 | 0.036 | -2.560 | 0.050 | 0.158 | 0.048 | 0.07 |
| PLCVK | BLH \& WVir | -1.182 | 0.031 | -2.447 | 0.029 | 0.118 | 0.030 | 0.09 |
| PLC $Y K_{s}$ | BLHer | -1.165 | 0.057 | -2.620 | 0.110 | 0.345 | 0.080 | 0.10 |
| PLC $Y K_{s}$ | WVir | -1.013 | 0.037 | -2.497 | 0.051 | 0.150 | 0.092 | 0.08 |
| PLC $Y K_{s}$ | BLH \& WVir | -1.152 | 0.031 | -2.421 | 0.026 | 0.223 | 0.059 | 0.09 |

Notes. The relations are: $M_{\lambda, 0}=\alpha+\beta \log P$ for $\operatorname{PL}(\lambda) ; W_{\lambda_{1}, \lambda_{2}}^{0}=\alpha+\beta \log P$ for the $\operatorname{PW}\left(\lambda_{1}, \lambda_{2}\right) ; M_{\lambda_{1}}^{0}=\alpha+\beta \log P+\gamma\left(m_{\lambda_{1}}-m_{\lambda_{2}}\right)_{0}$ for the $\operatorname{PLC}\left(\lambda_{1}, \lambda_{2}\right)$.

Indeed, GGC distances can be derived from a variety of methods and are usually considered accurate (see Baumgardt \& Vasiliev 2021, and references therein). To this aim, we collected a sample of 46 T2Cs belonging to 22 GGCs, taking from the literature only stars whose mean magnitudes were calculated as in our work (i.e. as intensity-averaged magnitudes and periods, see Bhardwaj et al. 2017b, 2021; Braga et al. 2020). We adopted distances (to compare with) from Ngeow et al. (2022), Baumgardt \& Vasiliev (2021) and reddenings from Harris (2010). The Gaia photometry was missing in the quoted publications so we added it from the Gaia DR3 catalogue (e.g. Ripepi et al. 2023, see Table E.1).

To obtain the distance modulus ( $\mu$ ) of the GGC, we inserted the observed periods of the hosted T2Cs in our absolute PL and PW relations, obtaining the absolute magnitudes of these stars, which, combined with the apparent ones, provide the distances. When more than one pulsator was present in one GGC, the individual distances were averaged. The comparison between the $\mu$ calculated with our relations and those compiled by Ngeow et al. (2022), largely based on the work by Baumgardt \& Vasiliev (2021), are shown in Fig. 15. As the sense of the difference in the lower panels is always literature - this work, it is clear that the literature distances are systematically larger. The first two columns of Table 13 quantify these differences. The largest discrepancy is obtained when the PL in the $J$ band is used, while the minimum is found using PW relations, especially in the NIR bands, which also provide the smallest dispersion. The large difference between results based on the NIR PL and the PW relations is not easy to explain. We can hypothesise a not-perfectly homogeneous $J, K_{s}$ photometry for GGCs data which is mitigated when using Wesenheit magnitudes. In any case, if we take the results for the PW relations as a reference, we have that the distance
scale of GGCs is overestimated up to about 0.1 mag , assuming that the distance of the LMC is that provided by Pietrzyński et al. (2019). This supposition can imply a potential error as the spatial distribution of the late-type ECBs adopted by Pietrzyński et al. (2019) may differ from that spanned by the T2Cs in our sample. This occurrence could account for at least part of the observed shorter distances of the GGCs found in this section.

### 6.2. Absolute calibration of the T2Cs PL and PW relations using Gaia parallaxes

Given the unexpected result reported in the previous section, we decided to calibrate differently the zero points of the T2Cs PL and PW relations. Specifically, we adopt a sample of field Galactic T2Cs having optical photometry and parallax from Gaia DR3, while for a small sub-sample, we also used the NIR data published by Wielgórski et al. (2022). Given the small size of the latter sample, we decided to fix the slopes of the PL and PW relations to those of the LMC, which has been derived using a much larger number of pulsators. Before proceeding, we verified that the slope of the LMC adapts well to the Galactic data, as shown in Fig. 16, where we plotted the period-absolute $\mathrm{W}_{G, G_{\mathrm{BP}}-G_{\mathrm{RP}}}{ }^{6}$ relation for a sample of Galactic T2Cs having relative errors on the parallaxes better than $20 \%$ and overlapping the similar relation obtained for the LMC pulsators (with the zero point calculated from the LMC distance by Pietrzyński et al. 2019). The slope obtained in LMC perfectly describes the distribution of the galactic T2Cs at least in the Gaia Wesenheit.
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Table 10. Comparison among present PL and PW relations for T2Cs in the LMC and the literature values.

| Relation | Galaxy | Sample | $\begin{gathered} \alpha_{\text {app }} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \sigma_{\alpha} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \alpha_{\mathrm{abs}} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \sigma_{\alpha} \\ \text { (mag) } \end{gathered}$ | $\begin{gathered} \beta \\ \left(\mathrm{mag} \mathrm{dex}^{-1}\right) \end{gathered}$ | $\begin{gathered} \sigma_{\beta} \\ \left(\mathrm{mag}_{\mathrm{dex}}{ }^{-1}\right) \end{gathered}$ | $\begin{aligned} & \text { RMS } \\ & \text { (mag) } \end{aligned}$ | \#star | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PLJ | GGC | BLHer |  |  | -0.666 | 0.041 | -2.959 | 0.313 | 0.11 | 7 | M06 |
| PLJ | LMC | BLHer | 17.768 | 0.038 |  |  | -2.164 | 0.240 | 0.25 | 55 | M11 |
| PLJ | LMC | BLHer | 17.669 | 0.113 |  |  | -2.294 | 0.153 | 0.20 | 55 | B17 |
| PLJ | LMC | BLHer |  |  | -0.772 | 0.039 | -2.356 | 0.259 | 0.16 | 20 | W22 |
| PLJ | LMC | BLHer | 17.657 | 0.069 | -0.820 | 0.075 | -2.250 | 0.140 | 0.17 | 73 | TW |
| PLJ | GGC | WVir |  |  | -0.911 | 0.027 | -2.204 | 0.090 | 0.16 | 39 | M06 |
| PLJ | LMC | WVir | 17.957 | 0.030 |  |  | -2.337 | 0.114 | 0.18 | 82 | M11 |
| PLJ | LMC | WVir | 17.958 | 0.018 |  |  | -2.378 | 0.105 | 0.11 | 72 | B17 |
| PLJ | LMC | WVir | 17.919 | 0.024 | -0.558 | 0.038 | -2.400 | 0.068 | 0.10 | 94 | TW |
| PLJ | GGC | BLHer+WVir |  |  | -0.864 | 0.030 | -2.230 | 0.070 | 0.16 | 46 | M06 |
| PLJ | LMC | BLHer+WVir | 17.777 | 0.029 |  |  | -2.163 | 0.044 | 0.21 | 137 | M11 |
| PLJ | LMC | BLHer+WVir | 17.700 | 0.035 |  |  | -2.190 | 0.040 | 0.13 |  | R15 |
| PLJ | LMC | BLHer+WVir | 17.634 | 0.039 |  |  | -2.061 | 0.038 | 0.16 | 126 | B17 |
| PLJ | LMC | BLHer+WVir |  |  | -0.789 | 0.015 | -2.177 | 0.040 | 0.12 | 61 | W22 |
| PLJ | LMC | BLHer+WVir | 17.664 | 0.010 | -0.813 | 0.032 | -2.156 | 0.020 | 0.12 | 162 | TW |
| PLK ${ }_{s}$ | GGC | BLHer |  |  | -1.178 | 0.039 | -2.294 | 0.294 | 0.10 | 7 | M06 |
| PLKs | LMC | BLHer | 17.329 | 0.040 |  |  | -1.992 | 0.278 | 0.26 | 47 | M11 |
| $\mathrm{PLK}_{s}$ | LMC | BLHer | 17.245 | 0.114 |  |  | -2.083 | 0.154 | 0.26 | 47 | B17 |
| PLK ${ }_{s}$ | LMC | BLHer |  |  | -0.966 | 0.025 | -2.616 | 0.165 | 0.11 | 20 | W22 |
| $\mathrm{PL}_{5}$ | LMC | BLHer | 17.444 | 0.066 | -1.033 | 0.072 | -2.560 | 0.14 | 0.16 | 73 | TW |
| $\mathrm{PL}_{s}$ | GGC | WVir |  |  | -1.0686 | 0.024 | -2.442 | 0.082 | 0.15 | 39 | M06 |
| PLK ${ }_{s}$ | LMC | WVir | 17.640 | 0.029 |  |  | -2.503 | 0.109 | 0.17 | 82 | M11 |
| $\mathrm{PL} K_{s}$ | LMC | WVir | 17.328 | 0.016 |  |  | -2.250 | 0.097 | 0.12 | 72 | B17 |
| $\mathrm{PLK}_{s}$ | LMC | WVir | 17.508 | 0.019 | -0.969 | 0.036 | -2.439 | 0.053 | 0.08 | 98 | TW |
| $\mathrm{PLK}_{s}$ | GGC | BLHer+WVir |  |  | -1.110 | 0.020 | -2.410 | 0.050 | 0.14 |  | M06 |
| PLK ${ }_{s}$ | LMC | BLHer+WVir | 17.390 | 0.029 |  |  | -2.278 | 0.047 | 0.21 | 129 | M11 |
| $\mathrm{PLK}_{s}$ | GGC | BLHer+WVir |  |  | -1.116 | 0.021 | -2.408 | 0.047 | 0.14 | 46 | M06 |
| PLK ${ }_{s}$ | LMC | BLHer+WVir | 17.470 | 0.020 |  |  | -2.385 | 0.030 | 0.09 |  | R15 |
| PLK ${ }_{s}$ | LMC | BLHer+WVir | 17.302 | 0.015 |  |  | -2.232 | 0.037 | 0.18 | 119 | B17 |
| PLK ${ }_{s}$ | LMC | BLHer+WVir |  |  | -1.013 | 0.011 | -2.387 | 0.030 | 0.09 | 62 | W22 |
| $\mathrm{PL}^{\text {s }}$ | LMC | BLHer+WVir | 17.410 | 0.008 | -1.067 | 0.031 | -2.348 | 0.019 | 0.10 | 165 | TW |
| PWVI | LMC | BLHer+WVir | 17.476 | 0.015 |  |  | -2.521 | 0.022 | 0.11 | 131 | M11 |
| PWVI | LMC | BLHer | 17.356 | 0.024 |  |  | -2.683 | 0.090 |  | 79 | I18 |
| PWVI | LMC | WVir | 17.378 | 0.062 |  |  | -2.536 | 0.060 |  | 94 | I18 |
| PWVI | LMC | BLHer+WVir | 17.337 | 0.009 | -1.140 | 0.031 | -2.491 | 0.022 | 0.09 | 177 | TW |
| PWJK | LMC | BLHer+WVir | 17.320 | 0.025 |  |  | -2.520 | 0.030 | 0.22 |  | R15 |
| PWJK | LMC | BLHer+WVir | 17.070 | 0.021 |  |  | -2.346 | 0.051 | 0.22 | 119 | B17 |
| PWJK | LMC | BLHer+WVir |  |  | -1.166 | 0.011 | -2.544 | 0.029 | 0.09 | 61 | W22 |
| PWJK | LMC | BLHer+WVir | 17.251 | 0.006 | -1.226 | 0.031 | $-2.501$ | 0.016 | 0.08 | 146 | TW |
| PWVK | LMC | BLHer+WVir | 17.330 | 0.020 |  |  | -2.490 | 0.003 | 0.08 |  | R15 |
| PWVK | LMC | BLHer+WVir | 17.084 | 0.036 |  |  | -2.281 | 0.036 | 0.25 | 124 | B17 |
| PWVK | LMC | BLHer+WVir | 17.282 | 0.007 | -1.195 | 0.031 | -2.475 | 0.017 | 0.09 | 160 | TW |

Notes. $\alpha_{\text {app }}$ and $\alpha_{\text {abs }}$ refer to the intercepts of the labelled relations in apparent and absolute magnitudes, respectively. "M06" refers to Matsunaga et al. (2006), "M11" refers to Matsunaga et al. (2011), "R15" refers to Ripepi et al. (2015), "B17" refers to Bhardwaj et al. (2017a), "I18" refers to Iwanek et al. (2018), "W22" refers to Wielgórski et al. (2022), "TW" (grey line) refers to this work . "\#star" indicates the number of stars used in the fit.

Having safely fixed the slopes of the different PL and PW relations to those of the LMC, we proceed to calculate the absolute zero points. To this aim, we cannot just invert the Gaia parallaxes to obtain the Galactic T2Cs distances lest to lose the statistical properties of parallaxes' errors (e.g. Luri et al. 2018). Instead, we adopted two quantities, namely the photometric parallax (Feast \& Whitelock 1997) and the astrometric-based luminosity (ABL, e.g. Arenou \& Luri 1999) to carry out the calculations, which are described in detail in Appendix F.

The results of this procedure are shown in Table 14 which can be compared with Table 9, listing the results obtained from
the use of the geometric distance to the LMC. To ease the comparison, we used the absolute zero points (i.e. the values of $\alpha$ ) and the relative ones (Table 7) to directly calculate the distance modulus of the LMC and the SMC for the different PL and PW relations. These values and the relative errors are listed in the last part of Table 14.

### 6.2.1. The LMC distance

The LMC distances obtained with the photometric parallax are systematically longer by $0.04-0.06 \mathrm{mag}$ than the geometric


Fig. 14. Comparison of the best PL and PW relations of this work, labelled "TW23", with previous works: Matsunaga et al. (2009, "MA09"), Ripepi et al. (2015, "RI15"), Ripepi et al. (2019, "RI19"), Bhardwaj et al. (2017a, "c"), Wielgórski et al. (2022, "WI22"), Ngeow et al. (2022, "NG22"). The inserts show a zoom-in of regions where there is high overlap between the different relations.
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Table 11. Comparison of the present results with literature values for the PLC relations.

| Relation | Galaxy | Sample | $\alpha$ <br> $(\mathrm{mag})$ | $\sigma_{\alpha}$ <br> $(\mathrm{mag})$ | $\beta$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\sigma_{\beta}$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\gamma$ | $\sigma_{\gamma}$ | RMS <br> $(\mathrm{mag})$ | Reference |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| PLCVK | LMC | BLHer+WVir | 17.33 | 0.05 | -2.48 | 0.04 | 0.125 | 0.04 | 0.09 | R15 |
| PLCVK | LMC | BLHer+WVir | 17.30 | 0.01 | -2.45 | 0.03 | 0.118 | 0.03 | 0.09 | TW |
| PLCJK | LMC | BLHer+WVir | 17.39 | 0.04 | -2.45 | 0.04 | 0.35 | 0.14 | 0.09 | R15 |
| PLCJK | LMC | BLHer+WVir | 17.25 | 0.01 | -2.49 | 0.03 | 0.69 | 0.10 | 0.08 | TW |

Notes. The form of the PLC relations is: $M_{\lambda_{1}}^{0}=\alpha+\beta \log P+\gamma\left(m_{\lambda_{1}}-m_{\lambda_{2}}\right)_{0}$. "R15" refers to Ripepi et al. (2015), "TW" (grey line) refers to this work.

Table 12. As in Table 10, but for the SMC.

| Relation | Galaxy | Sample | $\alpha$ <br> $(\mathrm{mag})$ | $\sigma_{\alpha}$ <br> $(\mathrm{mag})$ | $\beta$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | $\sigma_{\beta}$ <br> $\left(\mathrm{mag} \mathrm{dex}^{-1}\right)$ | RMS <br> $(\mathrm{mag})$ | \#star | Reference |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| PL $J$ | SMC | BLHer+WVir | 18.070 | 0.116 | -2.147 | 0.154 | 0.34 | 25 | M11 |
| PL $J+$ | SMC | BLHer+WVir | 17.993 | 0.092 | -2.092 | 0.116 | 0.33 | 47 | M11 |
| PL $J$ | SMC | BLHer+WVir | 18.202 | 0.044 | -2.280 | 0.100 | 0.17 | 28 | TW |
| PL $K_{s}$ | SMC | BLHer+WVir | 17.5874 | 0.109 | -2.082 | 0.151 | 0.32 | 23 | M11 |
| PL $K_{s}+$ | SMC | BLHer+WVir | 17.5966 | 0.082 | -2.113 | 0.105 | 0.29 | 45 | M11 |
| PL $K_{s}$ | SMC | BLHer+WVir | 17.927 | 0.024 | -2.396 | 0.053 | 0.12 | 25 | TW |
| PWVI | SMC | BLHer+WVir | 17.554 | 0.083 | -2.304 | 0.107 | 0.23 | 27 | M11 |
| PWVI | SMC | BLHer | 17.630 | 0.104 | -2.753 | 0.403 |  | 20 | I18 |
| PWVI | SMC | WVir | 17.976 | 0.164 | -2.688 | 0.156 |  | 15 | I18 |
| PWVI | SMC | BLHer+WVir | 17.592 | 0.033 | -2.351 | 0.074 | 0.19 | 34 | TW |

Notes. "M11" refers to Matsunaga et al. (2011), "I18" refers to Iwanek et al. (2018), "TW" (grey line) refers to this work. In M11, J+ and $K_{s}+$ refer to the combination of IRSF and NTT data sets.
value of Pietrzyński et al. (2019), except the result based on the PW relation in the Gaia bands, but consistent with it within $1 \sigma$. The LMC distances calculated through the ABL procedure are systematically larger than those obtained from the photometric parallax, with the largest deviation ( 0.04 mag ) detected in the $\mathrm{W}\left(J, K_{s}\right)$ magnitude.

In general, the $\mu_{\text {LMC }}$ derived through the photometric parallax technique are in better agreement with the geometric $\mu$ (Pietrzyński et al. 2019) than those derived through the ABL. In any case, the PL and PW relations calibrated using the Gaia parallaxes of Galactic T2Cs provide larger $\mu$ by $0.05-0.06 \mathrm{mag}$ on average than the (Pietrzyński et al. 2019) value.

This difference may be caused by the adopted Lindegren et al. (2021) individual zero point offsets which tend to overcorrect the parallaxes and that require a counter-correction (see Groenewegen 2021; Riess et al. 2021; Ripepi et al. 2021, for discussions and references on this subject). To test this possibility, we adopted two typical values of the counter-correction among the many available in the literature: $-14 \mu$ as (Riess et al. 2021) and $-22 \mu$ as (Molinaro et al. 2023). However, the adoption of these offsets on the parallaxes has the effect of increasing the discrepancy, and therefore we retained the PL and PW relations with $\alpha$ values calculated adopting only the individual Lindegren et al. (2021) correction on parallaxes.

### 6.2.2. The SMC distance

Given the agreement among almost the totality of the slopes for the LMC and the SMC (see previous section), the zero points calculated using Galactic T2Cs can be used to estimate the distance modulus of the SMC (listed in the last columns of Table 14.

As for the LMC, the SMC distances calculated through the ABL procedure are systematically larger than those obtained from the photometric parallax.

In general, the $\mu_{\text {SMC }}$ derived through the photometric parallax technique are in better agreement with the geometric $\mu$ (Graczyk et al. 2020) than those derived through the ABL. The PL and PW relations calibrated using the Gaia parallaxes of Galactic T2Cs provide larger $\mu$ by $0.05-0.06 \mathrm{mag}$ on average than the Graczyk et al. (2020) value $(18.977 \pm 0.016 \pm 0.028 \mathrm{mag})$.

This result means that the ECB and T2C methods give approximately the same distance offset ( 0.5 mag ) between the two clouds. This occurrence suggests that the method is solid and that the depth effects in the SMC are not a significant issue.

### 6.3. The distance of the GGCs based on absolute calibration with Gaia parallaxes

The relations of Table 14 can also be used to derive a new estimate of the distances of the GGCs, working with the same data set as in Sect. 6.1. Using the same formalism as in the first column of Table 13, we obtain the $\mu$ difference shown in the remaining columns of Table 13 and in Figs. 17 and 18. We find again that the distances by Baumgardt \& Vasiliev (2021) are longer by about $0.03-0.06 \mathrm{mag}$ than ours, even if by a smaller amount, at least when using the PL relations.

In analogy with the LMC distance estimation, we can also compare the GGCs distance moduli obtained both from the ABL and the photometric parallaxes procedures with the literature ones (i.e. Baumgardt \& Vasiliev 2021). As expected, we find smaller differences with the GGCs distances calculated with the



Fig. 15. Comparison between our distances and those by Baumgardt \& Vasiliev (2021).

Table 13. Median and $\sigma$ for each GGC distance modulus difference ( $\Delta$ ) between Baumgardt \& Vasiliev (2021) and this work (see Figs. 15, 17, and 18).

|  | $n_{\text {GGCs }}$ | Cal. LMC |  | Phot. par. |  | ABL |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Median $\Delta$ (mag) | $\sigma_{\text {med }}$ <br> (mag) | Median $\Delta$ (mag) | $\sigma_{\text {med }}$ <br> (mag) | Median $\Delta$ (mag) | $\begin{gathered} \sigma_{\mathrm{med}} \\ (\mathrm{mag}) \end{gathered}$ |
| $\Delta_{J}$ | 22 | 0.203 | 0.037 | 0.157 | 0.037 | 0.140 | 0.037 |
| $\Delta_{K_{s}}$ | 22 | 0.158 | 0.026 | 0.101 | 0.026 | 0.086 | 0.026 |
| $\Delta_{\text {WG }}$ | 22 | 0.145 | 0.027 | 0.136 | 0.027 | 0.092 | 0.027 |
| $\Delta_{\text {WJK }}$ | 22 | 0.092 | 0.014 | 0.027 | 0.014 | -0.007 | 0.014 |
| $\Delta_{\mathrm{WV} K_{s}}$ | 12 | 0.108 | 0.019 | 0.059 | 0.019 | 0.043 | 0.019 |

Notes. "\#GGC" indicates the number of GGCs used in the calculation. "Cal. LMC" stands for the distance moduli of GGCs obtained through the calibration of PL and PW based on LMC geometric distance, while Phot. par and ABL show the results obtained using the Gaia parallaxes with two different techniques (see text).

ABL than the photometric parallax case. In particular, the NIR Wesenheit magnitudes provide agreement within $1 \sigma$.

### 6.4. Comparison between GGC distances based on T2Cs and RRL stars

Several GGCs hosting T2Cs also host RRL variables (see also the Sect. 1). Given that RRL stars are noticeably good distance indicators, especially in the NIR regime, they can be used to obtain GGCs distances which are independent from those by Baumgardt \& Vasiliev (2021). We can therefore compare the distances of the GGCs hosting both RRL and T2Cs and verify the compatibility of the distance scales associated with these two old population distance indicators.

To this purpose, we considered the work by Bhardwaj et al. (2023), who calculated the distances for a significant sample of GGCs using NIR PL and PW relations for RRL stars based on homogeneous photometry. In Table 15 we compare in the usual way the $\mu$ values obtained in different ways in this work (see the previous sections) for 7 GGCs hosting T2Cs and the corresponding values calculated with the RRL variables.

The resulting $\Delta$ values are similar to those shown in Table 13 when we compared our results with those of Baumgardt \& Vasiliev (2021). However, the size of the discrepancy is smaller by a $\sim 0.01-0.02 \mathrm{mag}$. This is not surprising, as Bhardwaj et al. (2023) found that the RRL-based GGCs distances are smaller by about 0.015 mag than those provided by Baumgardt \& Vasiliev (2021). In any case, if we use the PL and PW relations calibrated with the Gaia parallaxes the T2C and RRL distance scales agree better than $1-2 \sigma$ if we consider the $\operatorname{PW}\left(J, K_{s}\right)$ and $\operatorname{PW}\left(V, K_{s}\right)$ relations, while we have $3 \sigma$ difference in the other cases. The situation is worse if we calibrate our relationships with the geometric distance of the LMC. Indeed, in this case, the discrepancy is generally larger than $3 \sigma$ of their quoted uncertainties.

## 7. Discussion and conclusions

In this study, we exploited $Y, J$, and $K_{s}$ time-series photometry for a sample of more than 330 T2Cs located in the LMC and SMC in the context of the ESO public survey VISTA survey of the Magellanic Clouds system (VMC). We complemented the VMC data with optical data from the OGLE IV survey and the Gaia mission. From these surveys, we obtained the identification


Fig. 16. Period vs. absolute Wesenheit magnitude in the Gaia bands $\left(\mathrm{W}\left(G, G_{\mathrm{BP}}-G_{\mathrm{RP}}\right)\right.$ for a sample of Galactic T2Cs selected for having a relative error on the parallax of less than $20 \%$ (solid circles). The solid line has a slope calculated for the LMC sample and a zero point calculated using the geometric distance to the same galaxy (Pietrzyński et al. 2019).
and positions of the pulsators, their periods, and their photometry in the $V, I, G, G_{\mathrm{BP}}, G_{\mathrm{RP}}$ bands.

After selecting the best VMC time series, we built a set of light-curve templates for each T2C subtype. We used these templates to derive accurate intensity-averaged magnitudes (and amplitudes) for all the pulsators at our disposal through a sophisticated pipeline already developed in the context of previous VMC works dealing with CCs. This pipeline was further improved in the course of the present work by introducing a parameter that takes into account the sampling of the observed light curve, which enables a special treatment of the poorly sampled curves, allowing us to keep stars that would otherwise have been rejected.

The final $Y, J$, and $K_{s}$ photometry obtained in this way complemented with the above-mentioned optical data, was used to build a large set of PL, PW, and PLC relations for a variety of T2C subtypes (BLHer, WVir, RVTau, and combinations). To this aim, we employed a Python-based robust algorithm, LTS, which embodies a sound outlier rejection procedure.

The multi-band PL relations produced during this work were used to systematically investigate the dependence of T2C relations - namely the slopes and the dispersion - on the adopted wavelength for the first time. Similarly to the case for CCs, our results show that, even for these older pulsators, the slope increases and the dispersion decreases as we move towards longer wavelengths.

Overall, there is good agreement with the literature, as for almost all the relations we find coefficients of the PL, PW and PLC relations in agreement to within less than $2 \sigma$ for both the LMC and SMC. At the same time, in almost all cases, our data improve both precision and accuracy compared to previous studies, owing to larger samples, better light-curve sampling, and deeper photometry as guaranteed by the VMC survey (see Table 10).

The tightest relationships derived in this work, namely the PL in $J$ and $K_{s}$ bands, and all the PW relations in the LMC, all showing low dispersions, were calibrated by anchoring their absolute zero points (intercepts) to the geometric distance of the LMC, as accurately determined from a set of ECBs. These absolute relationships were used to derive the distances of a sample of 22 GGCs hosting T2Cs, finding that the most up-to-date literature distances (e.g. Baumgardt \& Vasiliev 2021) are larger by



Fig. 17. Comparison between our distances based on photometric parallaxes and those of Baumgardt \& Vasiliev (2021).


Fig. 18. Comparison between our distances based on ABL and those of Baumgardt \& Vasiliev (2021).

Table 14. Coefficients of the PL and PW relations for T2Cs with slope calculated in the LMC and zero point calibrated with Galactic T2Cs through photometric parallaxes (top) and ABL (bottom).

| Relation | $\begin{gathered} \alpha \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \sigma_{\alpha} \\ (\mathrm{mag}) \end{gathered}$ | $\begin{gathered} \beta_{\mathrm{LMC}} \\ \left(\mathrm{mag} \mathrm{dex}^{-1}\right) \end{gathered}$ | $\begin{gathered} \sigma_{\beta_{\mathrm{LMC}}} \\ \left(\mathrm{mag} \mathrm{dex}^{-1}\right) \\ \hline \end{gathered}$ | $n_{\text {T2Cs }}$ | $\begin{aligned} & \mu_{\mathrm{LMC}} \\ & (\mathrm{mag}) \end{aligned}$ | $\begin{aligned} & \sigma_{\mu_{\mathrm{LMC}}} \\ & (\mathrm{mag}) \end{aligned}$ | $\mu_{\text {SMC }}$ (mag) | $\begin{aligned} & \sigma_{\mu_{\mathrm{SMC}}} \\ & (\mathrm{mag}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Photometric parallax |  |  |  |  |  |  |  |  |  |
| PLJ | -0.859 | 0.059 | -2.156 | 0.024 | 21 | 18.52 | 0.06 | 19.06 | 0.07 |
| PLK $K_{s}$ | -1.124 | 0.037 | -2.348 | 0.019 | 21 | 18.53 | 0.04 | 19.05 | 0.04 |
| PWG | -1.041 | 0.019 | -2.436 | 0.022 | 1121 | 18.49 | 0.02 | - | - |
| $\mathrm{PWV}^{\text {S }}$ | -1.244 | 0.034 | -2.475 | 0.017 | 21 | 18.53 | $0.04{ }^{(a)}$ | 19.01 | 0.04 |
| $\mathrm{PWJ}^{\text {J }}$ | -1.291 | 0.032 | -2.501 | 0.016 | 21 | 18.54 | 0.03 | 19.00 | 0.04 |
| ABL |  |  |  |  |  |  |  |  |  |
| PLJ | -0.876 | 0.063 | -2.156 | 0.024 | 21 | 18.54 | 0.06 | 19.08 | 0.08 |
| $\mathrm{PL} K_{s}$ | -1.139 | 0.036 | -2.348 | 0.019 | 21 | 18.55 | 0.04 | 19.07 | 0.04 |
| PWG | -1.085 | 0.017 | -2.436 | 0.022 | 1118 | 18.53 | 0.04 | - | - |
| $\mathrm{PWV}^{\text {S }}$ | -1.260 | 0.029 | -2.475 | 0.017 | 21 | 18.54 | 0.03 | 19.02 | 0.04 |
| $\mathrm{PW}^{\text {J }} K_{s}$ | -1.325 | 0.026 | -2.501 | 0.016 | 21 | 18.58 | 0.03 | 19.04 | 0.06 |

Notes. We note that the relations are: $M_{\lambda, 0}=\alpha+\beta \log P$ for $\mathrm{PL}(\lambda) ; W_{\lambda_{1}, \lambda_{2}}^{0}=\alpha+\beta \log P$ for the $\mathrm{PW}\left(\lambda_{1}, \lambda_{2}\right) .{ }^{(a)}$ Same result as in Wielgórski et al. (2022). We note that the $\mu_{\text {SMC }}$ based on the PWG relation is not listed because in this case, the $\beta_{\text {SMC }}$ (see Table 8 ) is not compatible with the $\beta_{\mathrm{LMC}}$.

Table 15. As in Table 13, but for the comparison with the GGC distances by Bhardwaj et al. (2023).

|  |  | Cal. LMC |  |  | Phot. par. |  |  | ABL |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $n_{\text {GGCs }}$ | median $\Delta$ <br> $(\mathrm{mag})$ | $\sigma_{\text {med }}$ <br> $(\mathrm{mag})$ | median $\Delta$ <br> $(\mathrm{mag})$ | $\sigma_{\text {med }}$ <br> $(\mathrm{mag})$ | median $\Delta$ <br> $(\mathrm{mag})$ | $\sigma_{\text {med }}$ <br> $(\mathrm{mag})$ |  |  |
| $\Delta_{J}$ | 7 | 0.196 | 0.080 | 0.149 | 0.080 | 0.133 | 0.080 |  |  |
| $\Delta_{K_{s}}$ | 7 | 0.144 | 0.032 | 0.087 | 0.032 | 0.072 | 0.032 |  |  |
| $\Delta_{\mathrm{WG}}$ | 7 | 0.084 | 0.024 | 0.075 | 0.024 | 0.031 | 0.024 |  |  |
| $\Delta_{\mathrm{W} J K_{s}}$ | 7 | 0.085 | 0.034 | 0.020 | 0.034 | -0.014 | 0.034 |  |  |
| $\Delta_{\mathrm{W} V K_{s}}$ | 7 | 0.107 | 0.030 | 0.058 | 0.030 | 0.042 | 0.030 |  |  |

some 0.10 mag with a $3 \sigma$ significance. Therefore, the geometric distance of the LMC by Pietrzyński et al. (2019) appears to be in disagreement with the GGC distance scale.

Stimulated by this unexpected result, we calibrated the PL and PW relations independently from the LMC distance using a sample of Galactic field T2Cs for which accurate data in optical and NIR bands are available in the literature. To this aim, we adopted the slopes of the LMC (which are reasonably compatible with those of the MW and SMC) and calculated the zero points of the PL and PW relations using the Gaia EDR3 parallaxes.

Using these relations, we recalculated the distance of the LMC and SMC analysed before. As a result, we obtained a $\mu_{\text {LMC }}$ that is $\sim 0.06$ mag longer on average than the geometric estimate provided by Pietrzyński et al. (2019), albeit in agreement within $1 \sigma$. This result is in agreement with previous investigations (Wielgórski et al. 2022). A similar result was obtained by Graczyk et al. (2020) for the SMC in comparison with the geometric distance of this galaxy. Concerning the GGCs, the $\mu$ obtained with the new calibration is still substantially shorter than those reported by Baumgardt \& Vasiliev (2021), that is, by amounts of the order of $0.03-0.06 \mathrm{mag}$ for the most precise PW relations with a typical significance of $1-2 \sigma$. A better agreement by $0.01-0.02 \mathrm{mag}$ is obtained when we compare our results with the distances of the GGCs obtained from RRL variables only (Bhardwaj et al. 2023). This occurrence is particularly important, as one of the most important developments of this work is using of both RRL and T2C to calibrate the TRGB in an alternative route to calibrate $H_{0}$.

It is not easy to interpret these conflicting results. One possibility is to invoke a significant effect of the metallicity - which we neglected in this paper - based on the theoretical and empirical results of Ripepi et al. (2015) and Ngeow et al. (2022, and references therein), who do not report a significant metallicity dependence of T2C PL and PW relations. However, even a significant metallicity effect seems insufficient to simultaneously reconcile the distances of the LMC (and SMC) and the GGCs, given the large range of abundances spanned by the latter. A more likely possible explanation is that the spatial distributions of the late-type ECBs adopted by Pietrzyński et al. (2019) and Graczyk et al. (2020) to derive the geometric distances of the LMC and the SMC differ significantly from those spanned by the T2Cs in our samples. This occurrence could account for at least part of the observed discrepancy.

The advent of large spectroscopic surveys such as those foreseen with WEAVE (WHT Enhanced Area Velocity Explorer) ${ }^{7}$ and 4MOST (4-m Multi-Object Spectroscopic Telescope) ${ }^{8}$, as well as the availability of more accurate parallaxes thanks to the future Gaia DR4, will certainly provide us with the information needed to draw firmer conclusions as to the distance scale of T2C and help us to understand the discrepant results we obtained in this work concerning the distances of the LMC and the GGC system.
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## Appendix A: Template fitting

The tables in this Appendix list the coefficients of the templates adopted to fit the observed light curves in the $Y, J$, and $K_{s}$ bands.

Table A.1. Fourier parameters of the light curves templates in $Y$ band.

| Type | Period <br> d | $A_{1}$ <br> mag | $\Phi_{1}$ <br> rad | $A_{2}$ <br> mag | $\Phi_{2}$ <br> rad | $\ldots$ | $A_{9}$ <br> mag | $\Phi_{9}$ <br> rad | $A_{10}$ <br> mag | $\Phi_{10}$ <br> rad |
| ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| BLHer | 1.1673 | 0.4537 | 2.8349 | 0.1098 | 3.8057 | $\ldots$ | 0.0002 | 5.3234 | 0.0002 | 2.8752 |
| BLHer | 1.2859 | 0.4637 | 2.8747 | 0.1015 | 3.7339 | $\ldots$ | 0.0001 | 4.2842 | 0.0002 | 1.6751 |
| BLHer | 1.3145 | 0.4434 | 3.0215 | 0.1189 | 3.9341 | $\ldots$ | 0.0005 | 0.0044 | 0.0005 | 4.8645 |
| WVir | 4.6806 | 0.4911 | 2.782 | 0.0914 | 5.4869 | $\ldots$ | 0.0024 | 4.8497 | 0.0011 | 3.1281 |
| WVir | 5.1854 | 0.4343 | 2.2515 | 0.1509 | 4.1917 | $\ldots$ | 0.0006 | 3.9436 | 0.0007 | 1.0754 |
| WVir | 12.1853 | 0.4933 | 3.5043 | 0.0626 | 1.6118 | $\ldots$ | 0.0005 | 4.7414 | 0.0003 | 0.8743 |
| WVir | 15.0714 | 0.4875 | 2.9788 | 0.0151 | 4.9887 | $\ldots$ | 0.0007 | 4.2161 | 0.001 | 1.2873 |
| WVir | 15.8447 | 0.4989 | 3.1567 | 0.0565 | 0.2490 | $\ldots$ | 0.0001 | 5.6123 | 0.0001 | 2.6058 |
| WVir | 15.9754 | 0.4984 | 3.0804 | 0.0512 | 5.6266 | $\ldots$ | 0.0009 | 4.3346 | 0.0008 | 0.5923 |
| RVTau | 25.0269 | 0.4291 | 2.8165 | 0.1131 | 4.1806 | $\ldots$ | 0.0003 | 0.1698 | 0.0009 | 3.0764 |

Notes. The entire table is available at the CDS.
Table A.2. Same as Table A. 1 but in $J$ band.

| Type | Period <br> d | $A_{1}$ <br> mag | $\Phi_{1}$ <br> rad | $A_{2}$ <br> mag | $\Phi_{2}$ <br> rad | $\ldots$ | $A_{9}$ <br> mag | $\Phi_{9}$ <br> rad | $A_{10}$ <br> mag | $\Phi_{10}$ <br> rad |
| ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| BLHer | 1.7048 | 0.4948 | 3.0707 | 0.0374 | 5.7283 | $\ldots$ | 0.0013 | 1.0357 | 0.0011 | 4.8037 |
| BLHer | 1.8777 | 0.4273 | 2.2460 | 0.1598 | 3.3858 | $\ldots$ | 0.0054 | 4.904 | 0.0039 | 3.9217 |
| BLHer | 2.6718 | 0.4608 | 2.9525 | 0.0849 | 5.1917 | $\ldots$ | 0.0010 | 0.6182 | 0.0006 | 4.6523 |
| BLHer | 3.3368 | 0.4489 | 2.6700 | 0.1347 | 4.2915 | $\ldots$ | 0.0004 | 4.3507 | 0.0005 | 3.7504 |
| WVir | 10.1638 | 0.4780 | 2.9183 | 0.0587 | 4.2741 | $\ldots$ | 0.0004 | 1.7874 | 0.0002 | 2.1160 |
| WVir | 12.7041 | 0.5204 | 3.2889 | 0.0275 | 2.0744 | $\ldots$ | 0.0004 | 3.1093 | 0.0005 | 6.1994 |
| WVir | 15.0714 | 0.4957 | 3.1297 | 0.0149 | 1.4733 | $\ldots$ | 0.0002 | 0.8775 | 0.0001 | 1.1083 |
| WVir | 16.1212 | 0.4964 | 3.0297 | 0.0275 | 6.0747 | $\ldots$ | 0.0005 | 2.6084 | 0.0004 | 5.8509 |
| RVTau | 20.1806 | 0.4996 | 3.1315 | 0.0129 | 0.2234 | $\ldots$ | 0.0003 | 3.5193 | 0.0002 | 0.5200 |
| RVTau | 33.6492 | 0.4752 | 2.9596 | 0.1058 | 5.4621 | $\ldots$ | 0.0009 | 4.8177 | 0.0012 | 2.6148 |

Notes. The entire table is available at the CDS.

Table A.3. Same as Table A. 1 but in $K_{s}$ band.

| Type | Period <br> d | $A_{1}$ <br> $m a g$ | $\Phi_{1}$ <br> rad | $A_{2}$ <br> mag | $\Phi_{2}$ <br> rad | $\ldots$ | $A_{9}$ <br> $m a g$ | $\Phi_{9}$ <br> rad | $A_{10}$ <br> mag | $\Phi_{10}$ <br> rad |
| :---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| BLHer | 1.4380 | 0.3913 | 2.5787 | 0.1579 | 4.1766 | $\ldots$ | 0.0016 | 3.2257 | 0.0014 | 0.9967 |
| BLHer | 2.1106 | 0.5010 | 3.2581 | 0.0327 | 1.0188 | $\ldots$ | 0.0007 | 0.9148 | 0.0006 | 5.1619 |
| BLHer | 2.3119 | 0.4743 | 3.0529 | 0.0604 | 5.7607 | $\ldots$ | 0.0008 | 0.3265 | 0.0007 | 3.2329 |
| BLHer | 2.6718 | 0.4813 | 2.9432 | 0.0887 | 5.5773 | $\ldots$ | 0.0006 | 4.8528 | 0.0003 | 5.6847 |
| BLHer | 3.2354 | 0.4907 | 3.0176 | 0.0934 | 5.2347 | $\ldots$ | 0.0028 | 1.5028 | 0.0023 | 5.5175 |
| BLHer | 3.4052 | 0.4835 | 2.9306 | 0.0848 | 5.4246 | $\ldots$ | 0.0002 | 3.4884 | 0.0001 | 0.6793 |
| WVir | 4.2276 | 0.4803 | 2.9498 | 0.0526 | 5.1708 | $\ldots$ | 0.0013 | 5.3159 | 0.0004 | 3.8517 |
| WVir | 5.1854 | 0.4888 | 2.9163 | 0.1023 | 5.4890 | $\ldots$ | 0.0011 | 0.3660 | 0.0010 | 4.0988 |
| WVir | 5.4122 | 0.4190 | 3.1137 | 0.1126 | 6.0612 | $\ldots$ | 0.0024 | 0.1099 | 0.0008 | 2.422 |
| WVir | 5.9700 | 0.4736 | 3.2963 | 0.0943 | 0.2918 | $\ldots$ | 0.0011 | 0.9466 | 0.0006 | 4.2048 |
| WVir | 7.0018 | 0.4634 | 3.2213 | 0.0749 | 0.5557 | $\ldots$ | 0.0029 | 1.5983 | 0.0025 | 5.3951 |
| WVir | 7.1968 | 0.4321 | 2.9771 | 0.1224 | 3.5589 | $\ldots$ | 0.0036 | 1.2694 | 0.0014 | 2.6567 |
| WVir | 9.9234 | 0.5011 | 3.2294 | 0.0162 | 1.2948 | $\ldots$ | 0.0002 | 0.8936 | 0.0002 | 4.6385 |
| WVir | 11.4164 | 0.5022 | 2.8022 | 0.1175 | 5.7420 | $\ldots$ | 0.0008 | 2.8274 | 0.0007 | 0.1418 |
| WVir | 12.7041 | 0.4861 | 3.1576 | 0.0031 | 5.5081 | $\ldots$ | 0.0006 | 4.4368 | 0.0005 | 1.2514 |
| WVir | 14.2228 | 0.4845 | 3.2200 | 0.0191 | 5.8803 | $\ldots$ | 0.0007 | 0.3430 | 0.0007 | 4.0461 |
| WVir | 15.8447 | 0.4948 | 2.8651 | 0.0378 | 4.7727 | $\ldots$ | 0.0005 | 4.6676 | 0.0003 | 0.9755 |
| WVir | 16.1212 | 0.4977 | 2.6704 | 0.0442 | 4.1941 | $\ldots$ | 0.0019 | 1.3613 | 0.0019 | 4.4244 |
| RVTau | 20.1806 | 0.5131 | 3.0368 | 0.0196 | 5.8604 | $\ldots$ | 0.0003 | 4.2689 | 0.0002 | 2.5050 |
| RVTau | 33.6492 | 0.4562 | 2.9944 | 0.1058 | 5.7258 | $\ldots$ | 0.0000 | 5.2911 | 0.0002 | 2.6096 |

Notes. The entire table is available at the CDS.

Appendix B: Example light-curve fits with

## templates



Fig. B.1. Examples of fitted templates for T2C light curves in $Y$.


Fig. B.2. Same as Fig. B.1, but in J band.


Fig. B.3. Same as Fig. B.1, but in $K_{s}$ band.

## Appendix C: Additional PL, PW and PLC relations in the LMC and SMC

In this section, we show the PL, PW and PLC fitting to the data for a variety of magnitudes, colours and Wesenheit magnitudes, as well as the parameters from the fitting.

## C.1. Figures




















Fig. C.1. Relation fitting in different bands for a variety of T2C class combinations in the LMC.

Sicignano, T., et al.: A\&A, 685, A41 (2024)


















Fig. C.1. continued.

Sicignano, T., et al.: A\&A, 685, A41 (2024)



















Fig. C.1. continued.

Sicignano, T., et al.: A\&A, 685, A41 (2024)



















Fig. C.1. continued.
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Fig. C.1. continued.














Fig. C.2. Same as Fig. C.1, but for SMC.

Sicignano, T., et al.: A\&A, 685, A41 (2024)


Fig. C.2. continued.

Sicignano, T., et al.: A\&A, 685, A41 (2024)



















Fig. C.2. continued.


Fig. C.2. continued.

## C.2. Tables

Table C.1. Continued from Table 7.

| Relation <br> (1) | Group (2) | $\alpha$ <br> mag <br> (3) | $\sigma_{\alpha}$ mag <br> (4) | $\beta$ <br> (5) | $\sigma_{\beta}$ (6) | $\gamma$ (7) | $\sigma_{\gamma}$ <br> (8) | RMS <br> (9) | Used stars (10) | Total stars <br> (11) | Notes <br> (12) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PLBP | BLH\&WVir\&pWVir | 18.504 | 0.020 | -1.470 | 0.049 |  |  | 0.28 | 184 | 211 |  |
| PLBP | BLH\&WVir\&pWVir\&RVTau | 18.507 | 0.037 | $-1.761$ | 0.066 |  |  | 0.57 | 270 | 270 |  |
| PLG | BLH\&WVir\&pWVir | 18.454 | 0.015 | -1.748 | 0.036 |  |  | 0.20 | 187 | 213 |  |
| PLG | BLH\&WVir\&pWVir\&RVTau | 18.477 | 0.016 | -1.825 | 0.032 |  |  | 0.24 | 221 | 272 |  |
| PLRP | BLH\&WVir\&pWVir | 18.011 | 0.015 | -1.891 | 0.037 |  |  | 0.21 | 181 | 211 |  |
| PLRP | BLH\&WVir\&pWVir\&RVTau | 18.033 | 0.024 | -2.078 | 0.042 |  |  | 0.36 | 261 | 270 |  |
| PLV | BLH\&WVir\&pWVir | 18.520 | 0.017 | -1.655 | 0.040 |  |  | 0.23 | 189 | 214 |  |
| PLV | BLH\&WVir\&pWVir\&RVTau | 18.599 | 0.028 | -1.931 | 0.052 |  |  | 0.43 | 260 | 273 |  |
| PLI | BLH\&WVir\&pWVir | 18.019 | 0.014 | -1.972 | 0.034 |  |  | 0.20 | 198 | 214 |  |
| PLI | BLH\&WVir\&pWVir\&RVTau | 18.112 | 0.020 | -2.188 | 0.036 |  |  | 0.30 | 256 | 273 |  |
| PLY | BLH\&WVir\&pWVir | 17.819 | 0.013 | -2.067 | 0.031 |  |  | 0.17 | 172 | 202 |  |
| PLY | BLH\&WVir\&pWVir\&RVTau | 17.867 | 0.019 | -2.254 | 0.036 |  |  | 0.28 | 232 | 252 |  |
| PLJ | BLH\&WVir\&pWVir | 17.642 | 0.012 | -2.168 | 0.029 |  |  | 0.16 | 181 | 206 |  |
| PLJ | BLH\&WVir\&pWVir\&RVTau | 17.688 | 0.012 | -2.258 | 0.024 |  |  | 0.18 | 215 | 264 |  |
| PLK | BLH\&WVir\&pWVir | 17.401 | 0.011 | -2.379 | 0.027 |  |  | 0.15 | 189 | 212 |  |
| PLK | BLH\&WVir\&pWVir\&RVTau | 17.457 | 0.012 | -2.481 | 0.021 |  |  | 0.17 | 230 | 272 |  |
| PWG | BLH\&WVir\&pWVir | 17.443 | 0.010 | -2.450 | 0.026 |  |  | 0.16 | 192 | 211 |  |
| PWG | BLH\&WVir\&pWVir\&RVTau | 17.535 | 0.011 | -2.595 | 0.021 |  |  | 0.17 | 241 | 270 |  |
| PWVI | BLH\&WVir\&pWVir | 17.334 | 0.010 | -2.514 | 0.025 |  |  | 0.14 | 196 | 214 |  |
| PWVI | BLH\&WVir\&pWVir\&RVTau | 17.358 | 0.009 | -2.570 | 0.018 |  |  | 0.13 | 229 | 273 |  |
| PWVK | BLH\&WVir\&pWVir | 17.274 | 0.007 | -2.475 | 0.018 |  |  | 0.09 | 170 | 212 |  |
| PWVK | BLH\&WVir\&pWVir\&RVTau | 17.308 | 0.008 | $-2.540$ | 0.016 |  |  | 0.11 | 200 | 271 |  |
| PWYK | BLH\&WVir\&pWVir | 17.209 | 0.008 | -2.519 | 0.020 |  |  | 0.10 | 169 | 202 |  |
| PWYK | BLH\&WVir\&pWVir\&RVTau | 17.253 | 0.009 | -2.595 | 0.018 |  |  | 0.12 | 193 | 252 |  |
| PWJK | BLH\&WVir\&pWVir | 17.245 | 0.009 | -2.519 | 0.023 |  |  | 0.12 | 174 | 206 |  |
| PWJK | BLH\&WVir\&pWVir\&RVTau | 17.294 | 0.011 | -2.622 | 0.020 |  |  | 0.15 | 216 | 264 |  |
| PLCG | BLHer | 17.374 | 0.050 | -2.520 | 0.110 | 2.007 | 0.085 | 0.20 | 73 | 83 |  |
| PLCG | WVir | 17.328 | 0.027 | -2.572 | 0.062 | 2.160 | 0.120 | 0.10 | 95 | 103 |  |
| PLCG | BLH\&WVir\&pWVir | 17.329 | 0.011 | -2.527 | 0.041 | 2.078 | 0.077 | 0.18 | 199 | 211 |  |
| PLCG | BLH\&WVir\&pWVir\&RVTau | 17.415 | 0.013 | -2.666 | 0.028 | 2.078 | 0.056 | 0.2 | 254 | 270 |  |
| PLCVI | BLHer | 17.528 | 0.053 | -2.460 | 0.110 | 2.150 | 0.120 | 0.12 | 76 | 85 |  |
| PLCVI | WVir | 16.848 | 0.039 | -2.667 | 0.066 | 3.350 | 0.160 | 0.09 | 98 | 104 |  |
| PLCVI | BLH\&WVir\&pWVir | 17.164 | 0.010 | -2.612 | 0.031 | 2.886 | 0.073 | 0.11 | 187 | 214 |  |
| PLCVI | BLH\&WVir\&pWVir\&RVTau | 17.072 | 0.012 | -2.717 | 0.026 | 3.106 | 0.067 | 0.16 | 242 | 273 |  |
| PLCVK | BLHer | 17.316 | 0.043 | -2.611 | 0.093 | 0.136 | 0.041 | 0.10 | 63 | 84 |  |
| PLCVK | WVir | 17.344 | 0.019 | -2.560 | 0.050 | 0.158 | 0.048 | 0.07 | 95 | 103 |  |
| PLCVK | BLH\&WVir\&pWVir | 17.197 | 0.008 | -2.537 | 0.030 | 0.211 | 0.030 | 0.11 | 176 | 212 |  |
| PLCVK | BLHer\&WVir\&pWVir\&RVTau | 17.361 | 0.013 | -2.568 | 0.031 | 0.097 | 0.031 | 0.18 | 236 | 272 |  |
| PLCYK | BLHer | 17.312 | 0.048 | -2.620 | 0.110 | 0.345 | 0.080 | 0.10 | 62 | 77 |  |
| PLCYK | WVir | 17.464 | 0.022 | -2.497 | 0.051 | 0.150 | 0.092 | 0.08 | 93 | 100 |  |
| PLCYK | BLH\&WVir\&pWVir | 17.265 | 0.010 | -2.456 | 0.033 | 0.315 | 0.073 | 0.13 | 177 | 202 |  |
| PLCYK | BLH\&WVir\&pWVir\&RVTau | 17.349 | 0.012 | -2.575 | 0.03 | 0.280 | 0.072 | 0.17 | 214 | 252 |  |
| PLCJK | BLHer | 17.330 | 0.043 | -2.704 | 0.097 | 0.610 | 0.150 | 0.10 | 62 | 83 |  |
| PLCJK | WVir | 17.499 | 0.017 | -2.536 | 0.047 | 0.250 | 0.120 | 0.07 | 88 | 98 |  |
| PLCJK | BLH\&WVir\&pWVir | 17.381 | 0.012 | -2.413 | 0.041 | 0.110 | 0.140 | 0.15 | 184 | 206 |  |
| PLCJK | BLH\&WVir\&pWVir\&RVTau | 17.421 | 0.013 | -2.530 | 0.030 | 0.180 | 0.110 | 0.17 | 225 | 264 |  |

> Sicignano, T., et al.: A\&A, 685, A41 (2024)

Table C.2. Continued from Table 8.

| Relation <br> (1) | Group <br> (2) | $\alpha$ <br> mag <br> (3) | $\sigma_{\alpha}$ mag <br> (4) |  | $\sigma_{\beta}$ <br> (6) | $\gamma$ (7) | $\sigma_{\gamma}$ <br> (8) | RMS <br> (9) | Used stars <br> (10) | Total stars <br> (11) | Notes (12) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PLBP | BLHer\&WVir\&pWVir | 19.084 | 0.070 | $-1.850$ | 0.160 |  |  | 0.43 | 39 | 44 |  |
| PLBP | BLHer\&WVir\&pWVir\&RVTau | 18.928 | 0.081 | $-1.700$ | 0.120 |  |  | 0.57 | 56 | 62 |  |
| PLG | BLHer\&WVir\&pWVir | 18.897 | 0.059 | $-1.910$ | 0.130 |  |  | 0.36 | 38 | 44 |  |
| PLG | BLHer\&WVir\&pWVir\&RVTau | 18.770 | 0.068 | -1.870 | 0.100 |  |  | 0.48 | 57 | 62 |  |
| PLRP | BLHer\&WVir\&pWVir | 18.458 | 0.052 | $-1.950$ | 0.120 |  |  | 0.30 | 36 | 44 |  |
| PLRP | BLHer\&WVir\&pWVir\&RVTau | 18.372 | 0.058 | -2.013 | 0.088 |  |  | 0.41 | 57 | 62 |  |
| PLV | BLHer\&WVir\&pWVir | 18.989 | 0.066 | -1.880 | 0.150 |  |  | 0.41 | 39 | 44 |  |
| PLV | BLHer\&WVir\&pWVir\&RVTau | 18.800 | 0.077 | -1.710 | 0.120 |  |  | 0.55 | 57 | 62 |  |
| PLI | BLHer\&WVir\&pWVir | 18.420 | 0.055 | -2.000 | 0.120 |  |  | 0.33 | 38 | 44 |  |
| PLI | BLHer\&WVir\&pWVir\&RVTau | 18.289 | 0.061 | -1.922 | 0.092 |  |  | 0.43 | 57 | 62 |  |
| PLY | BLHer\&WVir\&pWVir | 18.164 | 0.060 | -2.170 | 0.140 |  |  | 0.37 | 40 | 43 |  |
| PLY | BLHer\&WVir\&pWVir\&RVTau | 18.134 | 0.051 | -2.133 | 0.076 |  |  | 0.35 | 54 | 59 |  |
| PLJ | BLHer\&WVir\&pWVir | 18.171 | 0.033 | -2.246 | 0.074 |  |  | 0.17 | 29 | 43 |  |
| PLJ | BLHer\&WVir\&pWVir\&RVTau | 17.993 | 0.050 | -2.224 | 0.075 |  |  | 0.35 | 56 | 61 |  |
| PLK | BLHer\&WVir\&pWVir | 17.701 | 0.048 | -2.320 | 0.110 |  |  | 0.29 | 38 | 44 |  |
| PLK | BLHer\&WVir\&pWVir\&RVTau | 17.756 | 0.037 | -2.406 | 0.055 |  |  | 0.25 | 51 | 62 |  |
| PWG | BLHer\&WVir\&pWVir | 17.748 | 0.041 | -2.399 | 0.093 |  |  | 0.24 | 38 | 44 |  |
| PWG | BLHer\&WVir\&pWVir\&RVTau | 17.819 | 0.039 | -2.527 | 0.057 |  |  | 0.26 | 53 | 62 |  |
| PWVI | BLHer\&WVir\&pWVir | 17.557 | 0.040 | -2.396 | 0.090 |  |  | 0.24 | 39 | 44 |  |
| PWVI | BLHer\&WVir\&pWVir\&RVTau | 17.545 | 0.035 | -2.396 | 0.056 |  |  | 0.24 | 52 | 62 |  |
| PWVK | BLHer\&WVir\&pWVir | 17.536 | 0.045 | -2.400 | 0.100 |  |  | 0.27 | 38 | 44 |  |
| PWVK | BLHer\&WVir\&pWVir\&RVTau | 17.583 | 0.039 | -2.497 | 0.059 |  |  | 0.27 | 52 | 62 |  |
| PWYK | BLHer\&WVir\&pWVir | 17.515 | 0.048 | -2.420 | 0.110 |  |  | 0.28 | 37 | 43 |  |
| PWYK | BLHer\&WVir\&pWVir\&RVTau | 17.753 | 0.028 | -2.631 | 0.044 |  |  | 0.17 | 38 | 59 |  |
| PWJK | BLHer\&WVir\&pWVir | 17.493 | 0.049 | -2.430 | 0.110 |  |  | 0.29 | 37 | 43 |  |
| PWJK | BLHer\&WVir\&pWVir\&RVTau | 17.536 | 0.042 | -2.520 | 0.064 |  |  | 0.29 | 51 | 61 |  |
| PLCG | BLHer\&WVir\&pWVir | 17.265 | 0.034 | -2.520 | 0.100 | 2.680 | 0.210 | 0.22 | 37 | 44 |  |
| PLCG | BLHer\&WVir\&pWVir\&RVTau | 17.9102 | 0.038 | -2.456 | 0.078 | 1.700 | 0.150 | 0.26 | 53 | 62 |  |
| PLCVI | BLHer\&WVir\&pWVir | 16.678 | 0.043 | -2.890 | 0.100 | 4.280 | 0.260 | 0.26 | 42 | 44 |  |
| PLCVI | BLHer\&WVir\&pWVir\&RVTau | 16.901 | 0.040 | -2.814 | 0.083 | 3.870 | 0.200 | 0.26 | 55 | 62 |  |
| PLCVK | BLHer\&WVir\&pWVir | 17.028 | 0.042 | -2.640 | 0.130 | 0.570 | 0.160 | 0.25 | 38 | 44 |  |
| PLCYK | BLHer\&WVir\&pWVir | 17.299 | 0.049 | $-2.530$ | 0.160 | 0.910 | 0.530 | 0.29 | 37 | 43 |  |
| PLCJK | BLHer\&WVir\&pWVir | 17.252 | 0.046 | -2.560 | 0.170 | 1.590 | 0.860 | 0.27 | 36 | 43 |  |

## Appendix D: Additional wavelength dependence of PL, PW and PLC relations

In this section, we show the wavelength dependence of the coefficients of several PL, PW and PLC relations. These figures complete the results shown in Fig. 12 and 13.


Fig. D.1. Coefficients for the PL snd PW relations in optical and NIR bands for LMC. $\alpha$ and $\sigma$ are expressed in mag, $\beta$ in mag/dex.


Fig. D.2. Same as Fig. D. 1 but for the SMC.

## Appendix E: Sample of T2Cs hosted in the GGs

Table E.1. Optical and NIR photometric parameters for the 46 GGCs T2Cs analysed in this work.

| GGC (1) | VAR (2) | RA dec (3) | DEC dec (4) | D <br> kpc <br> (5) | $\sigma_{D}$ <br> kpc <br> (6) | $\begin{gathered} P \\ \text { days } \\ \text { (7) } \\ \hline \end{gathered}$ | $\begin{gathered} \mathrm{V} \\ \text { mag } \\ (8) \\ \hline \end{gathered}$ | $\begin{gathered} \text { I } \\ \mathrm{mag} \\ (9) \\ \hline \end{gathered}$ | $\begin{gathered} \langle G\rangle \\ \text { mag } \\ (10) \\ \hline \end{gathered}$ | $\sigma_{\langle G\rangle}$ mag (11) | $\begin{gathered} \left\langle G_{B P}\right\rangle \\ \text { mag } \\ (12) \\ \hline \end{gathered}$ | $\sigma_{\left\langle G_{B P}\right\rangle}$ mag (13) | $\begin{gathered} \left\langle G_{R P}\right\rangle \\ \text { mag } \\ (14) \\ \hline \end{gathered}$ | $\begin{gathered} \sigma_{\left\langle G_{R P}\right\rangle} \\ \text { mag } \\ (15) \\ \hline \end{gathered}$ | $\langle J\rangle$ <br> mag <br> (16) | $\sigma_{\langle J\rangle}$ <br> mag <br> (17) | $\begin{gathered} \left\langle K_{s}\right\rangle \\ \text { mag } \\ (18) \\ \hline \end{gathered}$ | $\begin{gathered} \sigma_{\left\langle K_{s}\right\rangle} \\ \text { mag } \\ (19) \\ \hline \end{gathered}$ | $\begin{gathered} \mathrm{E}(\mathrm{~B}-\mathrm{V}) \\ \mathrm{mag} \\ (20) \\ \hline \end{gathered}$ | $\sigma_{\langle E(B-V)\rangle}$ <br> (21) | Notes <br> (22) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HP1 | V16 | 262.78641 | -30.00606 | 7.0 | 0.14 | 16.399 | - | - | 14.877 | 0.005 | 16.290 | 0.049 | 13.681 | 0.005 | 11.768 | 0.022 | 10.675 | 0.024 | 2.39 | 0.05 | a,c |
| HP1 | V17 | 262.77393 | -29.99057 | 7.0 | 0.14 | 14.466 |  |  | 15.055 | 0.009 | 16.435 | 0.015 | 13.829 | 0.007 | 11.872 | 0.044 | 10.783 | 0.04 | 2.32 | 0.05 | , c |
| NGC2808 | V10 | 137.98691 | -64.88978 | 10.06 | 0.11 | 1.76544 | 15.28 | 14.47 | 15.088 | 0.012 | 15.392 | 0.012 | 14.487 | 0.009 | 13.893 | 0.039 | 13.436 | 0.044 | 0.22 | 0.002 | , c |
| NGC5139 | V61 | 201.80820 | -47.45864 | 5.43 | 0.05 | 2.273 | 13.661 | 12.821 | 13.443 | 0.008 | 13.740 | 0.010 | 12.833 | 0.009 | 12.19 | 0.007 | 11.771 | 0.008 | 0.14 | 0.001 | , |
| NGC5139 | V60 | 201.64868 | -47.54681 | 5.43 | 0.05 | 1.350 | 13.624 | 13.001 | 13.615 | 0.024 | 13.832 | 0.075 | 13.149 | 0.052 | 12.584 | 0.005 | 12.281 | 0.008 | 0.14 | 0.001 | ,d |
| NGC5139 | V48 | 201.65750 | -47.50709 | 5.43 | 0.05 | 4.476 | 12.924 | 12.092 | 12.779 | 0.005 | 13.085 | 0.026 | 12.138 | 0.018 | 11.47 | 0.013 | 11.034 | 0.011 | 0.14 | 0.001 | ,d |
| NGC5139 | V43 | 201.64376 | -47.44938 | 5.43 | 0.05 | 1.157 | 13.759 | 13.149 | 13.707 | 0.030 | 13.864 | 0.087 | 13.139 | 0.054 | 12.73 | 0.013 | 12.426 | 0.013 | 0.14 | 0.001 | b,d |
| NGC5139 | V29 | 201.61343 | -47.47989 | 5.43 | 0.05 | 14.700 | 12.015 | 11.049 | 11.802 | 0.033 | 12.241 | 0.018 | 11.151 | 0.014 | 10.379 | 0.013 | 9.854 | 0.026 | 0.14 | 0.001 | a,d |
| NGC5139 | V92 | 201.56174 | -47.35413 | 5.43 | 0.05 | 1.346 | 13.946 | 13.199 | 13.807 | 0.005 | 14.105 | 0.004 | 13.285 | 0.007 | 12.7 | 0.004 | 12.313 | 0.008 | 0.13 | 0.001 | a,d |
| NGC5139 | V1 | 201.52153 | -47.39518 | 5.43 | 0.05 | 29.348 | 10.829 | 10.058 | 10.886 | 0.022 | 11.201 | 0.067 | 10.222 | 0.051 | 9.334 | 0.022 | 8.879 | 0.023 | 0.13 | 0.001 | b,d |
| NGC5272 | V154 | 205.54851 | 28.37045 | 10.18 | 0.08 | 15.299 | 12.33 | 11.68 | 12.427 | 0.004 | 12.475 | 0.086 | 11.808 | 0.035 | 11.348 | 0.044 | 10.929 | 0.034 | 0.01 | 0.00 | a,c |
| NGC5904 | V84 | 229.65062 | 2.07117 | 7.48 | 0.06 | 26.465 | 11.287 | 10.451 | 11.213 | 0.034 | 11.569 | 0.067 | 10.687 | 0.059 | 10.097 | 0.107 | 9.625 | 0.093 | 0.04 | 0.00 | a,c |
| NGC5904 | V42 | 229.60327 | 2.04808 | 7.48 | 0.06 | 25.678 | 11.659 | 10.74 | 11.088 | 0.018 | 11.368 | 0.027 | 10.591 | 0.015 | 10.043 | 0.062 | 9.642 | 0.077 | 0.04 | 0.00 | , c |
| NGC5986 | V13 | 236.50102 | -37.80646 | 10.54 | 0.13 | 40.620 |  |  | 13.098 | 0.004 | 13.953 | 0.013 | 12.164 | 0.010 | 10.912 | 0.024 | 10.075 | 0.017 | 0.34 | 0.003 | b,c |
| NGC6093 | V1 | 244.21914 | -22.95444 | 10.34 | 0.12 | 16.310 | 13.365 |  | 13.154 | 0.007 | 13.497 | 0.100 | 12.374 | 0.129 | 11.624 | 0.039 | 11.09 | 0.038 | 0.21 | 0.002 | a,c |
| NGC6254 | V2 | 254.29894 | -4.06660 | 5.07 | 0.06 | 18.678 | 12.05 | 10.934 | 11.553 | 0.022 | 12.048 | 0.024 | 10.867 | 0.010 | 9.991 | 0.055 | 9.416 | 0.059 | 0.29 | 0.003 | a,c |
| NGC6254 | V3 | 254.23316 | -4.07125 | 5.07 | 0.06 | 7.835 | 12.75 | 11.721 | 12.450 | 0.007 | 12.938 | 0.004 | 11.792 | 0.004 | 10.971 | 0.045 | 10.402 | 0.074 | 0.27 | 0.003 | a,c |
| NGC6256 | V1 | 254.89584 | -37.12304 | 7.24 | 0.29 | 12.504 | - | 13.402 | 14.560 | 0.015 | 15.697 | 0.024 | 13.474 | 0.021 | 11.766 | 0.081 | 10.767 | 0.061 | 1.71 | 0.05 | a,c |
| NGC6266 | V2 | 255.29568 | -30.13317 | 6.41 | 0.1 | 10.604 | 13.418 | 12.065 | 12.955 | 0.006 | 13.577 | 0.008 | 12.131 | 0.008 | 11.068 | 0.054 | 10.409 | 0.065 | 0.47 | 0.005 | a, c |
| NGC6273 | V2 | 255.66211 | -26.23261 | 8.34 | 0.16 | 14.142 | - | 12.242 | 13.054 | 0.004 | 13.573 | 0.004 | 12.347 | 0.003 | 11.466 | 0.038 | 10.879 | 0.041 | 0.32 | 0.003 | a,c |
| NGC6273 | V1 | 255.65890 | -26.25326 | 8.34 | 0.16 | 16.920 | - | 12.26 | 13.343 | 0.017 | 13.796 | 0.051 | 12.392 | 0.039 | 11.357 | 0.03 | 10.736 | 0.029 | 0.32 | 0.003 | b, c |
| NGC6273 | V4 | 255.65651 | -26.27543 | 8.34 | 0.16 | 2.433 |  | 13.947 | 14.630 | 0.015 | 14.760 | 0.042 | 13.595 | 0.025 | 13.225 | 0.026 | 12.684 | 0.043 | 0.31 | 0.003 | b,c |
| NGC6284 | V4 | 256.12640 | -24.77058 | 14.21 | 0.42 | 2.818 |  | 14.786 | 15.505 | 0.015 | 15.833 | 0.015 | 14.700 | 0.032 | 14.111 | 0.037 | 13.605 | 0.042 | 0.31 | 0.003 | a,c |
| NGC6284 | V1 | 256.11222 | -24.75607 | 14.21 | 0.42 | 4.481 | - | 14.504 | 15.309 | 0.010 | 15.624 | 0.0262 | 14.442 | 0.020 | 13.66 | 0.041 | 13.12 | 0.034 | 0.3 | 0.003 | b, c |
| NGC6325 | V2 | 259.49082 | -23.77680 | 7.53 | 0.32 | 10.744 | - | 13.632 | 14.849 | 0.007 | 15.959 | 0.020 | 13.750 | 0.020 | 12.131 | 0.014 | 11.221 | 0.015 | 0.96 | 0.010 | b, c |
| NGC6325 | V1 | 259.51034 | -23.76247 | 7.53 | 0.32 | 12.468 | - | 13.436 | 14.646 | 0.006 | 15.748 | 0.009 | 13.579 | 0.013 | 11.985 | 0.037 | 11.053 | 0.038 | 0.95 | 0.010 | a,c |
| NGC6402 | V76 | 264.37111 | -3.24557 | 9.14 | 0.25 | 1.890 | 15.978 | 14.75 | 16.901 | 0.004 | 99.99 | 99.99 | 99.99 | 99.99 | 13.82 | 0.016 | 13.124 | 0.022 | 0.48 | 0.005 | b, c |
| NGC6402 | V7 | 264.41842 | -3.27237 | 9.14 | 0.25 | 13.595 | 14.745 | 13.224 | 14.156 | 0.013 | 14.947 | 0.016 | 13.254 | 0.012 | 12.035 | 0.033 | 11.303 | 0.026 | 0.48 | 0.005 | a,c |
| NGC6402 | V2 | 264.36823 | -3.27902 | 9.14 | 0.25 | 2.795 | 15.629 | 14.337 | 20.905 | 0.035 | 99.99 | 99.99 | 99.99 | 99.99 | 13.405 | 0.018 | 12.802 | 0.021 | 0.48 | 0.005 | b, c |
| NGC6402 | V1 | 264.40577 | -3.23319 | 9.14 | 0.25 | 18.758 | 14.21 | 12.633 | 13.640 | 0.018 | 14.398 | 0.019 | 12.728 | 0.017 | 11.558 | 0.026 | 10.834 | 0.048 | 0.48 | 0.005 | a,c |
| NGC6441 | V129 | 267.55350 | -37.05501 | 12.73 | 0.16 | 17.832 | 15.128 | 13.61 | 14.508 | 0.019 | 13.799 | 0.028 | 12.026 | 0.024 | 12.146 | 0.022 | 11.471 | 0.068 | 0.62 | 0.006 | b,c |
| NGC6441 | V6 | 267.56511 | -37.03784 | 12.73 | 0.16 | 22.521 | 14.885 | 13.231 | 14.240 | 0.011 | 14.770 | 0.022 | 13.137 | 0.014 | 12.045 | 0.041 | 11.418 | 0.089 | 0.61 | 0.006 | a,c |
| NGC6453 | V2 | 267.72093 | -34.58600 | 10.07 | 0.22 | 27.195 | 14.231 | 12.375 | 13.566 | 0.018 | 14.340 | 0.060 | 12.623 | 0.048 | 11.245 | 0.04 | 10.482 | 0.019 | 0.66 | 0.007 | b, c |
| NGC6453 | V1 | 267.71712 | -34.60133 | 10.07 | 0.22 | 30.983 | 14.601 | 12.789 | 13.904 | 0.054 | 14.763 | 0.027 | 12.836 | 0.020 | 11.47 | 0.037 | 10.632 | 0.026 | 0.66 | 0.007 | a,c |
| NGC6569 | V16 | 273.40684 | -31.82040 | 10.53 | 0.26 | 87.5 | - | - | 13.537 | 0.026 | 14.777 | 0.106 | 12.291 | 0.060 | 10.502 | 0.105 | 9.422 | 0.085 | 0.43 | 0.004 | b, c |
| NGC6626 | V4 | 276.12551 | -24.86016 | 5.37 | 0.1 | 13.470 | - | 11.734 | 12.636 | 0.011 | 13.281 | 0.007 | 11.802 | 0.011 | 10.757 | 0.055 | 10.047 | 0.062 | 0.49 | 0.005 | a,c |
| NGC6749 | V1 | 286.33323 | 1.93256 | 7.59 | 0.21 | 4.481 | - | - | 16.504 | 0.010 | 17.901 | 0.040 | 15.340 | 0.025 | 13.352 | 0.027 | 12.323 | 0.019 | 1.75 | 0.05 | b, c |
| NGC6779 | V6 | 289.14905 | 30.19413 | 10.43 | 0.14 | 44.966 | 12.9 | - | 12.443 | 0.012 | 13.017 | 0.031 | 11.678 | 0.015 | 10.711 | 0.026 | 10.119 | 0.043 | 0.25 | 0.003 | a,c |
| NGC6779 | V1 | 289.16386 | 30.20461 | 10.43 | 0.14 | 1.510 | 15.46 | - | 15.250 | 0.004 | 15.594 | 0.005 | 14.689 | 0.003 | 13.993 | 0.016 | 13.553 | 0.058 | 0.25 | 0.003 | a,c |
| NGC7078 | V86 | 322.49647 | 12.16863 | 10.71 | 0.1 | 16.825 | 13.659 | 12.646 | 12.991 | 0.011 | 12.969 | 0.019 | 11.984 | 0.009 | 11.568 | 0.04 | 11.05 | 0.041 | 0.11 | 0.001 | a,e |
| NGC7078 | V1 | 322.45908 | 12.17401 | 10.71 | 0.1 | 1.438 | 14.954 | 14.362 | 14.839 | 0.005 | 15.033 | 0.005 | 14.389 | 0.006 | 13.943 | 0.031 | 13.649 | 0.032 | 0.11 | 0.001 | a,e |
| NGC7089 | V6 | 323.36471 | -0.83324 | 11.69 | 0.11 | 19.349 | 13.14 | - | 12.946 | 0.023 | 13.085 | 0.190 | 12.020 | 0.094 | 11.665 | 0.03 | 11.204 | 0.042 | 0.04 | 0.00 | a,c |
| NGC7089 | V5 | 323.34935 | -0.82026 | 11.69 | 0.11 | 17.547 | 13.28 | - | 13.074 | 0.010 | 13.406 | 0.007 | 12.420 | 0.011 | 11.803 | 0.032 | 11.31 | 0.03 | 0.04 | 0.00 | a,c |
| NGC7089 | V11 | 323.38507 | -0.81828 | 11.69 | 0.11 | 33.400 | 12.11 | - | 11.975 | 0.013 | 12.257 | 0.041 | 11.405 | 0.030 | 10.86 | 0.06 | 10.401 | 0.042 | 0.04 | 0.00 | b, c |
| NGC7089 | V1 | 323.36859 | -0.79874 | 11.69 | 0.11 | 15.565 | 13.36 | - | 13.145 | 0.007 | 13.514 | 0.015 | 12.573 | 0.003 | 11.939 | 0.018 | 11.446 | 0.024 | 0.04 | 0.00 | a,c |
| Terzan1 | V5 | 263.94223 | $-30.48428$ | 6.7 | 0.17 | 18.849 | - | 14.576 | 16.030 | 0.012 | 18.133 | 0.065 | 14.464 | 0.021 | 11.96 | 0.026 | 10.578 | 0.035 | 1.99 | 0.05 | a,c |

Notes. Columns: (1) Identification of the GGCs; (2) Identification of the T2C: (3)-(4) Ra and Dec; (5)-(6) Distance of the GGC and his relative uncertainty from Ngeow et al. (2022), Baumgardt \& Vasiliev (2021); (7) Periods; (8)-(9) Magnitudes in V I band from Ngeow et al. (2022); (10)(11) Magnitude in $G$ and relative uncertainty; (12)-(13) As for column (10) and (11) but for the $G_{B P}$; (14)-(15) As for column (10) and (11) but for the $G_{R P}$; (16)-(17) As for column (10) and (11) but for the $J ;(18)-(19)$ As for column (11) and (12) but for the $K_{s}$; (20)-(21) Extinction and relative uncertainty from Harris (2010); (22) Notes: $\mathrm{a}=$ Gaia data from SOS; $\mathrm{b}=$ Gaia data from Gaia source; $\mathrm{c}=J K_{s}$ data and periods from Bhardwaj et al. (2017b); d = J $K_{s}$ data and periods from Braga et al. (2020); e = $J K_{s}$ data and periods from Bhardwaj et al. (2021).

## Appendix F: Calibration with Galactic T2Cs parallaxes

## F.1. Calibration with the Photometric parallax

We first defined the photometric parallax (in mas):
$\varpi_{\text {phot }}=10^{-2(m-M-10)}$,
where $m$ is the apparent magnitude (or apparent Wesenheit magnitude); $M$ is the absolute magnitude (or absolute Wesenheit magnitude), defined as:
$M=\alpha+\beta_{\mathrm{LMC}} \times \log _{10} P$.
where $\beta_{\mathrm{LMC}}$ are the slopes obtained for the LMC and listed in Table 7. Given the scarcity of the sample of stars with known metallicity (Wielgórski et al. 2022), we did not include a metallicity term in the PL and PW relations. However, this is not a major issue, as several papers reported a negligible metallicity dependence of these relations for the T2Cs (Matsunaga et al. 2009; Ripepi et al. 2015; Ngeow et al. 2022) at odds with Wielgórski et al. (2022) results, which are, however, based on a very small sample of T2Cs with metallicity measurement and must be confirmed.

The value of $\alpha$ is thus obtained by minimising the following $\chi^{2}$ expression:
$\chi^{2}=\sum \frac{\left(\varpi_{E D R 3}-\varpi_{p h o t}\right)^{2}}{\sigma^{2}}$,
where $\varpi_{E D R 3}$ are the parallaxes from Gaia EDR 3 corrected individually with the recipe provided by Lindegren et al. (2021). The fitting procedure is described in detail by Ripepi et al. (2022b) and is not repeated here. The interested reader is referred to the quoted paper.

## F.2. Calibration with the ABL

In addition to the photometric parallax method, we also used the ABL with a different fitting technique to estimate the zero points of T2C PL snd PW. By using two different methods, we can compare the obtained results. The ABL is defined as:
$A B L=10^{0.2 W}=10^{0.2\left(\alpha+\beta_{\mathrm{LMC}} \times \log P\right)}=\varpi 10^{0.2 w-2}$,
where, as above, $W$ and $w$ are the absolute and apparent Wesenheit magnitudes and $\varpi$ is the parallax, while, as in the previous case, the slope ( $\beta_{\mathrm{LMC}}$ ) is fixed to that of the LMC. The $\chi^{2}$ expression in this case is:
$\chi^{2}=\sum \frac{\left(\varpi 10^{0.2 w-2}-10^{0.2\left(\alpha+\beta_{\mathrm{LMC}} \times \log P\right)}\right)^{2}}{\sigma^{2}}$,
where the different quantities have the same meaning as in Eq. F. 4 and $\sigma$ includes all the errors. The results for the unknown $\alpha$ are listed in the bottom part of Table 14.


[^0]:    * Full Tables 1, 3, 5 and A.1-A. 3 are available at the CDS via anonymous ftp to cdsarc.cds.unistra.fr (130.79.128.5) or via https://cdsarc.cds.unistra.fr/viz-bin/cat/J/A+A/ 685/A41
    *夫 Based on observations made with VISTA at the Paranal Observatory under program ID 179.B-2003.

[^1]:    1 The Wesenheit magnitudes are constructed to be reddening free by definition (Madore 1982).

[^2]:    ${ }^{2}$ The ESO archive (https://www.eso.org/qi/) contains all the information on the different data products of the VMC survey.

[^3]:    3 http://casu.ast.cam.ac.uk/

[^4]:    ${ }^{4}$ DMAD is calculated by treating the values smaller and larger than the median of the considered distribution separately.

[^5]:    5 SOS stands for Specific Object Studies (see e.g. Ripepi et al. 2023).

[^6]:    ${ }^{6}$ The absolute magnitudes were derived using $G-1.9 \times\left(G_{\mathrm{BP}}-G_{\mathrm{RP}}\right)+$ $5 \times \log (\varpi)-10$, where $\varpi$ is the Gaia EDR3 parallax corrected using the Lindegren et al. (2021) relations (see next sections).

[^7]:    7 https://www.ing.iac.es/astronomy/instruments/weave/ weaveinst.html
    ${ }^{8}$ https://www.eso.org/sci/facilities/develop/ instruments/4MOST.html

