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Abstract. The calculation of accurate collision strengths foable to calculate collision strengths in a systematic way. O
atomic transitions has been a long standing problem in quaither had to resort to simpler and more approximate meth
titative spectroscopy. Most modern calculations are based arone had to limit the calculations to only the most importa
the R-matrix method and problems pertaining to the use of thiiansitions. This situation has now changed with the start of t
method have led to a discussion of the accuracy of these lren Project (Hummer et al. 1993), which aims to produce
sults. More in particular, based on an analysis of the spectrdarfje database of accurately calculated collision strengths.
NGC 3918 and NGC 6302, Clegg et al. (1987) and Oliva et al. The collision strength for an atomic transition depen
(1996) have questioned R-matrix calculations for the infraretrongly on the energy of the colliding electron and shows ma
[Nev] fine-structure transitions. Using improved flux measureesonances (e.g., Aggarwal 1984). Such resonances occur
ments for the [Ne/] lines, we show that the conclusion thathe total energy of the target ion and the colliding electron c
these collision strengths would be too high, is not correct. Thespond to an auto-ionizing state. In order to calculate th
discrepancies found by Clegg et al. (1987) can be explainedregonances accurately, a fine grid of energy points is necess
the inaccuracy of the [Ne] 342.6 nm flux they adopted. TheThis is a type of problem for which R-matrix methods are ve
discrepancies found by Oliva et al. (1996) can be explained Well suited. However, a source of uncertainty in these calcul
the inaccuracy of th&RSflux for the [Nev] 14.32 um line. tions is that the energies of most auto-ionizing states have
Based on the data presented in this paper theme i®asorto been measured in the laboratory and therefore need to be
assume that there are any problems with the R-matrix calculered from calculations. It is a well known fact that the resultin
tions for Né+ of Lennon & Burke (1994). We show that theenergies are not very accurate and hence the positions of
data are accurate at the 30 % level or better. This confirms tieeonances are also uncertain. Since the collision strengths
validity of the close coupling method. usually folded with a Maxwellian energy distribution, this i
not a major problem for high temperature (i.e., X-ray) plasm
Key words: atomic data — plasmas — ISM: planetary nebulaeshere the distribution is much broader than the uncertainty
individual: NGC 3918 — ISM: planetary nebulae: individualthe position of the resonances. However, for low temperat
NGC 6302 — ISM: planetary nebulae: individual: NGC 7027 {e.g., photo-ionized) plasmas this can lead to problems ifar
infrared: ISM: lines and bands onance is present near the threshold energy for the transitio
only the high-energy tail of the Maxwellian distribution is cap
ble of inducing a collisional transition, then a small shift in th
position of a near-threshold resonance can have a severe im
on the effective collision strength. This effect would be eve
The calculation of accurate collision strengths for atomic tramore pronounced if the resonance shifts below the transiti
sitions has been a long standing problem in the field of quantitareshold and disappears completely.
tive spectroscopy. Any calculation involving atoms in non-LTE  The inclusion of resonances in the calculation of collisio
conditions requires the knowledge of vast numbers of collisiatrengths can lead to much higher values than were previou
strengths in order to make these calculations realistic and acpublished (see Table 2 in Oliva et al. 1996). This is also illu
rate. Until recently the computing power was simply not avaitrated in Tabléll where we show various calculations of the
. fective collision strength of transitions within the ground term
Send offprint requests..t@.A.M. van Hoof at the Tgrontq aqdress Nett. One can see that the R-matrix calculations of Aggarw
* Based on observations with ISO, an ESA project with |nstrumerktf983) and Lennon & Burke (1991, 1994) yield substantiall

funded by ESA Member States (especially the PI countries: Fra . . L
Germany, the Netherlands and the United Kingdom) and with the p']?ifger results than the previous calculations. This is caused

ticipation of ISAS and NASA e presence of a large complex of strong resonances at |
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Table 1. Comparison of various determinations of the effective colFable 3. The values for the line fluxes (corrected for reddening) and
lision strengths for transitions within the ground term of*NeThe the extinction adopted in this work. Entries in italics are assumed. The
values are fofl. = 10000 K. rows labeled O96 and C87 give the values adopted by Oliva et al. (1996)
and Clegg et al. (1987).

ref. 3P -%P1 Py -P2 (P -°P,
Blaha (1969) 0.251 0.132 0.611 source F(3426) F 1(}432) , F(24.32)  c(HP)
Osterbrock (1974) 0.23 0.11 0.53 100" wWm™ dex
Aggarwal (1983) 1.463 1.810 5.901 NGC 7027 204. 153. 46.9 1.3%0.05
Lennon & Burte (1991) 1.401 1.766 5.725 NGC 6302 70 67.2 31.4 1.230.1C
Lennon & Burke (1994) 1.408 1.810 5.832 096 86° 45.7 323 123010

NGC 3918 7.4 12f 8.1  0.43+0.05
Table 2.Log of theSWSobservations. The AOT's are described in d%:87 208 121 — 043L0.05
Graauw et al. (1996), SWS01-4 stands for SWS01 speed 4. . . . .

2 Middlemass (1990 Beintema & Pottasch (1999) Oliva et al.
Source Date Rev. AOT F(14.32) F(24.32) (1996)¢ Rowlands et al. (1994) Aller & Faulkner (1964), corrected

10~ Wm—2 for blend® Pottasch et al. (1986)Clegg et al. (1987)
NGC 7027 11 Dec 1995 24 SWS01-4 160. 47.0 . . . .
NGC 7027 19 Dec 1995 32 SWS02 136. 40.9 Table 4. ThIS table first shows the observed line flux ratidy, and
NGC 7027 6 Nov 1996 356 SWS02 141 471 R>. Next it shows the derived values for the electron temperature and
' i density and finally the expected values for these quantities. Entries in
NGC 6302 19Feb 1996 94 SWS01-4 65.2 29.7 italics are assumed.
NGC 6302 20 Feb 1997 462 SWS06 63.4 30.8
NGC 3918 NGC 6302 NGC 7027

energies (see Fig. 5 in Aggarwal 1984). This large differend& 1.65£0.74 0.96-0.42 0.75:0.17
has led to a discussion of the validity the R-matrix calculatiod% 150  2.14£0.29 3.26:0.29
(Clegg et al. 1987, C87; Oliva et al. 1996, 096). Both autho¥s/K 18000+2400 20808:-3000 2040&-1700
tested the calculations by comparing predicted flux ratios witl/cm—* 4900 12300t3300 2690€-4100
observations and both concluded that the R-matrix calculationgk (exp.) 13900 19000 18000
yielded results that are too high. Nebulae offer powerful testsiaficm™2 (exp.) 4900 15000 37100

atomic physics, and have revealed incomplete treatment in the

past (Rquignot et al. 1978, Harrington et al. 1980). However,

both C87 and 096 base their conclusions on only one nebpladucts. The variouSWSmeasurements were subsequently
and both includd_RSdata in their analysis. Since the accuaveraged. Tablg]3 shows the dereddened line fluxes we have
racy of LRSdata is limited to approximately 30 % (Pottascladopted for our study. The values adopted by C87 and 096
et al. 1986), a re-analysis based on more acciB#¥&data is are also shown for comparison. The extinction correctedyiNe
warranted. In this paper we will present a test of the R-matr342.6 nm fluxes were taken from the original publications. Both
calculations for N&" by applying them to observational data ofor NGC 7027 and NGC 6302 the dereddening is complicated by
NGC 3918, NGC 6302 (the nebulae studied by C87 and O9Be fact that the extinction varies over the nebula. The correction
respectively) and NGC 7027. This will yield a larger and morer the blend in NGC 3918 is discussed below. The infrared line
accurate sample for the discussion. fluxes were dereddened using the law from Mathis (1990).

To calculate the diagnostic diagrams we used the effec-
tive collision strengths given in Lennon & Burke (1994) and
adopted the transition probabilities from Baluja (1985). We used
SeveralSWSobservations were obtained for the objects studied5-level atom to calculate the relative level populations. The
in this paper. A log of the observations is shown in TdHle 2esults of our analysis are shown in Table 4 and Hg. 1. The
The instrument is described in de Graauw et al. (1996). Thee flux ratios are defined ast; = 1(14.32)/1(342.6) and
observations used three different templates: SWS@spectral R, = 1(14.32)/1(24.32). To determine the uncertainties in the
scan from 2.4um to 45m, SWS@ — a set of grating scans ofline ratios we included contributions from the absolute calibra-
individual lines, and SW3®- a high resolution grating scantion accuracy of the UV and IR data, the internal calibration
All SWSspectra of NGC 7027 were obtained during calibraticsiccuracy of the SWS data and the uncertainty in the extinc-
time. The complete SWS06 spectrum of NGC 6302 is publish&dn correction. We will now discuss the results for each nebula
in Beintema & Pottasch (1999). AWSspectrum of NGC 3918 separately.
was also obtained, but not used. Due to inaccurate pointing the
source was partially outside the aperture.

The line fluxes were measured in spectra reduced with t 'el' NGC 7027
SWSnteractive-analysis software. The line fluxes were virtualijWe have included this nebula in our sample because it is bright
identical to those derived from the standdé®®d auto-analysis and well studied. This assures that accurate values for the

2. The observational data and analysis
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Fig. 1. In these graphs the electron temper
: ature and density derived from the [Ng
NGE 3918 R NGC 6302 NGC 7027 lines is marked with a-. The solid, dashed
A i ; ; ; ; w ; w w ; ; and dotted lines are thed, 2 o0 and 3o
- I contours respectively. The expected value o
45+ T e + D L 4 the electron temperature and density, base
o / . S on either photo-ionization modeling or other
o i @ s line-ratio diagnostics, is indicated with an
40 o7 TN T - T 1 An arrow indicates the estimated increasg
’@ | of the electron temperature if temperaturg

L P stratification is taken into account. The top
351 S b T T row was obtained using the effective colli-
NGG 3918 (Ad). V) NGC 6302 (Adj. Y) NGC 7027 (Adj. Y) sion strengthd” given by Lennon & Burke

. i LTS . . . . . . . . . . (1994), the bottom row was obtained by
40 41 42 43 44 45 42 4.4 46 40 41 42 43 44 45 lowering theY'’s for transitions within the

log(Te) (K) log(Ty) (K) log(Ty) (K) ground term by 30 %.

35

log(ny ()

Table 5. The temperature stratification in NGC 7027, derived froraes for the electron temperature and density are those of O
our photo-ionization model (Beintema et al. 1996). The temperaturedsir analysis gives a result which deviates slightly more than
defined asf nenionTedV/ [ neniondV'. from these values. The preferred temperature of 096 is based
various determinations using ions with lower ionization pote
ion Xion/€V  Te/K ion Xion/€V  TeIK tials than Né+ . In view of the discussion in the previous sectio
o° 13.62 10450 6 54,94 13520 concerning temperature stratification, this estimate is probat
N+ 29.60 12140 At 59.81 14670 too low. Especially in view of the temperatures derived by O9
Art 40.74 12990 A" 75.02 16180 from rather low excitation line ratios like [$i], [Ar 111] and
S 34.83 13100 N& 9712 16350 [O 111] which range between 18 100 K and 19 400 K, the fNle
cr 47.89 13440 N& 1262 17990 temperature may be expected to be considerably higher t
19000 K. A temperature of 22 000 K is more realistic (see t
discussion in Pottasch & Beintema 1999). This value for t
fluxes needed in our analysis are available. Additionally, viemperature is indicated by an arrow in Hig. 1. After this co
have a detailed photo-ionization model (Beintema et al. 199@tion the discrepancy is slightly less thaa.1
which allows us to derive good estimates for the expected elec-
tron temperature and density. For a high excitation nebula Iiﬁ%_ NGC 3918
NGC 7027, significant temperature stratification of the plasma
can be expected. We have illustrated this effect in Table 5 whafais is the nebula studied by C87. The intensity for the {jle
we show the average electron temperature in various line ford#2.6 nm line is in doubt. C87 quol€342.6) = 80, butitis not
ing regions. One can see that the electron temperature riglegr how this value was obtained. We decided to use the va
almost monotonically with the ionization potentig,,. It is quoted in Aller & Faulkner (1964) instead. From the discussig
important to note that the temperature in the*Neegion is in that article it is not clear whether the data were correctg
substantially higher than the temperature in any other line forife+ interstellar extinction. The intensities they quote for othe
ing region observed in the spectrum. The expected values $iong blue emission lines compare well with the deredden
the electron temperature and density are based on our phowgnsities given by C87 and we therefore assume that the Al
ionization model. The analysis of the [Nglines gives a result & Faulkner (1964) data are corrected for interstellar extinctio
which deviates less thand3from these values. They givel (342.6+342.9+344.4) = 60. The correction for the
blend with the Q11 342.9 nm and 344.4 nm Bowen resonance
29 NGC 6302 fluorescence lines is easy, since thei@13.3 nm line has been
- measured by C87. Thei@ 313.3 nm, 342.9 nm and 344.4 nm
This is the nebula studied by 096. The [Ntemperature and lines all originate from the same upper lev${ 2p 3d 3P5) and
density for this nebula were already derived from the SWSd@ge intensity ratio of the lines is simply given by the ratio of the
spectrum by Pottasch & Beintema (1999). In our analysis w@nsition probabilities times the photon energy. Using Opaci
will include the SWS01-4 spectrum as well. The expected va¥oject data (Luo et al. 1989) one find§313.3) : 1(342.9) :
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1(344.4)=10.94:1.00:2.94. C87 givd$313.3) = 85. Hence less than the factor2.7 suggested by 0O96. An alternative ex-
1(342.9 + 344.4) = 30.6 and I(342.6) = 29.4. This result planation could be that the [Ng 342.6 nm fluxes are systemat-
is substantially lower than the value used by C87. We weiaally overestimated due to a problem with the extinction curve,
not able to correct th&WSspectrum accurately for apertureor a combination of the two effects.
effects and therefore preferred to useltRSflux for the [Nev] We reach the following main conclusions:
14.32um line. To complete the data set, we assumed a value
for the 24.32um flux such that the resulting density agreedl. The discrepancies found by C87 can be explained by the
with the expected value. None of the flux values we adopted inaccuracy of the [Ne] 342.6 nm flux they adopted. The
for this nebula can be considered accurate and re-measuremengliscrepancies found by 096 mainly stem from the inaccu-
is warranted. The expected values for the electron temperatureracy of theLRSmeasurement of the [Ng 14.32um line.
and density were determined by averaging the data in Table 22 Based on the data presented in this paper there isason
of C87. For the temperature we only used the values derived t0 assume that there are any problems with the collision
from the [Arv], [Ne1v] and [Nev] line ratios, for the density ~ Strengths for N&" calculated by Lennon & Burke (1994).
we used all values except those derived from Wﬁ\] IV] and Our analysis has shown that the data are accurate at the 30 %
[O1v] lines. One can see that there is a slightly more than 2  level or better. This confirms the validity of close coupling
discrepancy for the electron temperature. Again the expected calculations.
value for the electron temperature may be underestimated due to ) o
temperature stratification. We think 15 000 K is in all probabilit§:cknoWledgementsn this paper data from the Atomic Line Listv2.02
a more realistic, though still conservative, estimate. This val hétp.//www.pa.uky.edu/“peter/atomlc ) were used. We

' S - ’ H1ank the NSF and NASA for support through grants AST 96-17083
for the FemperatL_Jre is |nd|_cated by an arrow in Eig. 1. After thig 4 csEc_123.
correction there is a 1.5 discrepancy.
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