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Abstract

The charge state distributions of Fe, Na and F are determined in a photoionized laboratory plasma using
high-resolution X-ray spectroscopy. Independent measurements of the density and radiation flux indicate
the ionization parameter x in the plasma reaches values x ¼ 20225 erg cm s�1 under near steady-state
conditions. A curve-of-growth analysis, which includes the effects of velocity gradients in a one-
dimensional expanding plasma, fits the observed line opacities. Absorption lines are tabulated in the
wavelength region 8–17 (A. Initial comparisons with a number of astrophysical X-ray photoionization
models show reasonable agreement.
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1. Introduction

Accretion-driven binary stars and active galactic nuclei (AGN) are among the strongest
X-ray sources in the universe. For the first time, recently launched X-ray observatories, XMM-
Newton and Chandra are recording high-resolution spectral data from these powerful radiators
[1,2]. The complex emission and absorption spectra from such objects provide important clues to
their structure and dynamics, such as their charge state distributions and velocity flows. It is
therefore of interest, and the purpose of this work, to simulate in the laboratory the strong
photoionizing environment found near these bright X-ray sources, and to use these data to
directly test and improve spectroscopic models and photoionization codes that are applied to
their analysis.
Recent Chandra data from the NGC3783 galaxy illustrates the difficulties involved in

interpreting well-resolved astrophysical spectra. From its X-ray signature, NGC3783 is classified
as a Seyfert I galaxy. It is thought that Seyfert galaxies consist of a torus of stars and gas that
encircle a massive black hole. Thermal and non-thermal X-ray radiation produced near the galaxy
center is generated by the inward spiral motion of infalling matter that forms a small disc around
the black hole. This powerful X-ray source then photoionizes the surrounding gas. Thus, the
absorption spectra of the escaping X-rays, viewed along the toroidal axis, reflects details about the
composition and ionization of the surrounding photoionized plasma. In the case of NGC3783,
absorption features have been identified with O, Si, and Fe ions at different stages of ionization.
The difficulty has been in forming a consistent picture of the distribution of mass that agrees with
the ionization states predicted by photoionization codes. A multishell distribution of ions has
been proposed by Netzer et al. [3], while a 2-phase model of cold and hot regions has also been
suggested by Krongold et al. [4]. Fundamental to the discussion is the photoionization model; the
former relies on the code ION2003, which is a more recent version of XION [5], and the latter on
the photoionization code Cloudy [6]. Differences in the models are due to the treatment of the
atomic rates and the complexity of the levels included in each code. For example, dielectronic
recombination, which can be very difficult to include explicitly in the rate equations, may play an
important role in determining the ionization balance and cooling rates of Fe [3,7,8].
Many decades of experimental work have provided the high-quality atomic data needed in

astrophysics and plasma fusion research. For example, electron-beam ion traps [9], storage rings
[10], and tokamaks [11] typically provide measurements of cross-sections, line positions and line
strengths needed in spectral synthesis codes. Experiments in higher density collision dominated
plasmas have also been used to benchmark ionization models and opacity codes [12–15].
However, until recently [16–21], it has not been possible to create an appropriate environment to
test photoionization models, which requires producing a strongly photoionized, low density, near
steady-state plasma.
As described below, using a high-power z-pinch X-ray source, photoionized Fe–Na–F plasmas

are investigated. High-resolution X-ray spectroscopy and other X-ray diagnostics are used to
determine independently the charge state distributions, the absolute radiation flux from the pinch,
and the sample densities. Fe is found to photoionize beyond Ne-like (open L-shell), while Na and
F photoionize beyond He-like (open K-shell). This allows the first direct comparisons with
photoionization models in the relatively low density ðne ¼ 2� 1019 cm�3Þ two-body recombina-
tion regime.
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2. Experiments

A low density, strongly photoionized plasma was produced by placing a thin tamped foil in
close proximity to a high-power imploding wire-array z-pinch. The Sandia National Laboratory
Z–facility provided a 20MA, 100 ns rise time current pulse that couples into a 2 cm diameter, 1 cm
length wire array, consisting of 300 tightly stretched 11:5mm diameter tungsten wires. The
electromagnetic force implodes the wires onto the central axis, creating a 8 ns FWHM, 120TW,
165 eV near-blackbody radiation source. An absolutely calibrated transmission grating spectro-
meter (TGS) measures the spectral and temporal emission from the pinch [22] (see Fig. 1). The
pinch emission provides sufficient flux at photon energies above 1 keV to photoionize iron into the
L-shell, and also produces a relatively line-free quasi-continuum source of X-ray radiation in the
9–17 (A wavelength range as needed for the absorption experiments described below [16,18–21].
Also shown in Fig. 1 are comparisons with filtered X-ray detectors (XRDs) [23] which show
reasonable agreement over most of the energy range. Above 2 keV, spectra were measured using
filtered photoconducting detectors (PCDs) [24]. The results presented below were found to be
relatively insensitive to the small high-energy component above 2 keV.
Freestanding thin (500–750 (A) rectangular foils were suspended in frames and positioned

1.5–1.6 cm from the z-axis of the pinch. The foils consisted of a 1:35:1 molar ratio of Fe/NaF and
were overcoated on each side with 1000 (A of lexan ðC16H14O3Þn to help maintain uniform
conditions during heating and expansion. During the initial 100 ns run-in phase, radiation from
the tungsten wire array pre-ionizes the foil, causing the central Fe/NaF portion to expand
1.5–2mm and to decrease in density by many orders of magnitude. A time-gated filtered X-ray
pinhole camera images the Fe/NaF emission region edge-on, thus determining the time history of
the average density. When the wires collide on axis, the resulting high power X-ray pulse quickly
photoionizes the low-density expanded foil. We note that spatially resolved images of the pinch
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Fig. 1. Z-pinch X-ray spectral emission measured at peak power with an XRD array (stepped lines), a transmission

grating spectrometer (dots), and a PCD array (squares). Also shown for comparison is a peak normalized 165 eV black-

body spectrum.
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indicate a corrugated cylindrical geometry with multiple hot spots along the length of the pinch.
However, since the distance from the foil to the pinch is more than twice the pinch height, and
since the hot spots are fairly well distributed along the pinch length, the foil is fairly uniformly
illuminated. The inner surface of the can, as well as foil frames and holders, were coated with
boron to minimize the re-radiation from nearby surfaces that view the sample. This is important
for ensuring that the absolute TGS flux measurement from the pinch is the dominant radiation
source for the foils.
In general, at sufficiently low density where two-body processes dominate, the charge state

distribution is determined by a balance between photoionization and radiative and dielectronic
recombination. In this regime, the degree of ionization can be shown to primarily depend on the
ionization parameter x � 16p2 J=ne [25], where J is the mean intensity, J � ð1=4pÞ

R R
JnðXÞdXdn

integrated over solid angle and integrated in energy from wH ¼ 13:6 eV to infinity. x is a
commonly used scaling parameter in astrophysics which determines the photoionization state in
low-density astrophysical plasmas. Far from the radiation source, x ’ 4pG=ne, where
Gðerg cm�2 s�1Þ is the incident flux. In these experiments, near the peak of the radiation pulse
when ne ¼ 2:0� 0:7� 1019 cm�3, x reaches peak values near 25 erg cm s�1.
3. Simulations

In order to help ensure that the plasma reaches a nearly uniform, steady-state condition near
the peak of the radiation pulse, the radiation-hydrodynamics code Lasnex [26] was used to
provide guidance on the foil thicknesses and positioning relative to the pinch. These simulations
led to the foil dimensions given above, and predicted � �20% variation in the density across the
expanded foil. In Fe, the average ionization state, hZi, typically varied � �0:3 across the plasma.
Of particular concern was ensuring that the foils expanded sufficiently, both to reach a low-
density two-body recombination regime and to allow an accurate density measurement from the
filtered emission images, which required � 2mm expansion distance. Generally, thicker tamping
resulted in better uniformity but at higher densities. Thus, the foil design was a trade-off between
reaching a sufficiently low density while maintaining a reasonable uniformity. Simulations
predicted that the majority of the foil expansion should occur during the 100 ns run-in phase of
the wires, thus ensuring that ion density changed little during the fewns of interest following the
peak of the X-ray pulse. Time-resolved filtered X-ray images confirmed these results and were
employed to determine an electron density of ne ¼ 2:0� 0:7� 1019 cm�3, near the peak of the
radiation pulse.
4. Theory

The quasi-continuum radiation produced by the pinch is absorbed mainly through bound-free
and bound–bound transitions in the plasma and is recorded on film using a time-integrated
convex KAP crystal spectrometer. The foil was positioned vertically and expands along the line-
of-sight between the pinch and spectrometer. Over the 8.5–17 (A wavelength range the
instrumental resolution was E=DE ’ 5002800. Typical absorption data over the 8.5–12 (A
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Fig. 2. Absorption spectrum of L-shell iron and K-shell sodium and fluorine lines. Unidentified peaks at 8.8 and 9:8 (A

are due to film noise.
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portion of the spectrum are shown in Fig. 2, where K-shell absorption lines for Na and F ions,
and L-shell absorption lines for Fe are observed. The instrument was arranged to integrate along
the length of the pinch, in order to integrate over the spatial variations of the pinch emission.
The Na and F absorption lines were analyzed using a simple one-dimensional expansion model.

As discussed above, hydrodynamic simulations indicate that during the initial heating and
expansion phase, the central Fe/NaF portion of the foil remains fairly uniform due to the tamping
effect of the lexan overcoat. The velocity profile is well approximated by the linear self-similar
form uðxÞ ¼ u0ðx=x0Þ, where u0 and x0 are the velocity and position at the edge, relative to the foil
center. These results will be used below.
Neglecting stimulated emission, the inverse absorption length is written as

al
n ¼

pe2

mec
N if lujðn; n0Þ,

where N i is the ground state level population for ion i, and jðn; n0Þ is the line shape of the
absorber.
In order to calculate tn, this expression must be integrated through the slab:

tn ¼
Z x0

�x0

al
n dx ¼

Z x0

�x0

pe2

mec
N if lujðn; n0Þdx.

Using u ¼ ðu0=x0Þx, dx ¼ ðx0=u0Þdu. Assuming a uniform plasma allows N i to be factored out,
giving

tn ¼
pe2

mec

x0

u0
N if lu

Z u0

�u0

jðn; n0Þdu.

The absorption line widths in this study are dominated by thermal Doppler broadening. For
example, including Stark broadening in the Na He-d line shape calculation increases its width by
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only 5% at T i ¼ 150 eV, while the lower series transitions exhibit even smaller Stark broadening.
While this additional broadening does affect the line shape in the far wings, the lines are not
saturated sufficiently for this to affect their spectrally integrated absorption strength.
Therefore, we approximate the line profile by

jðn; n0Þ ¼
1

s
ffiffiffi
p
p exp

�½nð1� u=cÞ � n0�2

s2

� �
.

Hence,

tn ¼
pe2

2mec

N iLf lu

s
ffiffiffi
p
p

u0

Z u0

�u0

exp
�½nð1� u=cÞ � n0�2

s2

� �
du,

where L � 2x0 is the width of the plasma. Defining k0 ¼ pe2N iLf lu=2mec, yields

tn ¼
k0

s
ffiffiffi
p
p

u0

Z u0

�u0

exp
�½nð1� u=cÞ � n0�2

s2

� �
du.

Defining y ¼ ðn� n0Þ=s and w ¼ y� nu=n0uth gives

tn ¼
k0n0uth

snu0

Z yþnu0=n0uth

y�nu0=n0uth

e�w2ffiffiffi
p
p dw ¼

k0

2s
ferfðyþ nu0=n0uthÞ � erfðy� nu0=n0uthÞg

nu0=n0uth
.

For these lines, n=n0 � 1, giving

tn ¼
k0uth

su0

Z yþu0=uth

y�u0=uth

e�w2ffiffiffi
p
p dw ¼

k0

2s
ferfðyþ u0=uthÞ � erfðy� u0=uthÞg

u0=uth
. (1)

This expression reduces to a Gaussian profile having a thermal width s for the stationary case
where u0=uth51 and flattens to a rectangular function for the case u0=uthb1.
Because the expansion is approximately one-dimensional and the ground-state populations

dominate the total population of each ion stage, the areal density summed over each ion stage is
conserved and can be written as

P
iN iL ¼ N0L0, where N0L0 is the initial areal density of the

solid foil (provided by the manufacturer). Thus, N iL ¼ f iN0L0, where f i is the fractional charge
state abundance of ion i.
In these experiments the instrumental resolution was insufficient to resolve the line profiles in

these relatively low-temperature plasmas. However, the spectrally integrated line strength is
independent of the instrumental resolution. Hence we define the measured line absorption
strength (equivalent width) as A ¼

R
f1� expð�tnÞgdn, where tn is given in Eq. (1). This yields a

‘‘curve of growth’’ relationship, often applied in interpreting astrophysical line strengths [27]

A

s
¼

Z
f1� expð�tnÞgdy ¼

Z
½1� expf�t0gðyÞg�dy, (2)

where t0 ¼ 2k0=
ffiffiffi
p
p

s is the unshifted line-center optical depth, and gðyÞ is defined through Eq. (1).
For optically thin lines where t0o1, Eq. (2) predicts that the ratio of A=s is in a linear regime
where this ratio is approximately proportional to t0. For optically thick lines, A=s depends on
both t0 and u0=uth since the absorption line begins to saturate and broaden. The transition from
the linear to the non-linear regime at larger t0 is evident in Fig. 3. By fitting a range of data from
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relatively weak to strong absorption lines, the relative concentrations of each ion, f i, can be
determined, consistent with the Doppler widths and velocity gradients in the plasma.
In the case when two or more lines are in close proximity, the individual absorption features

from each line may be unresolved, due to the resolution of the instrument. If the absorption is
weak, the integrated absorption strength will still be the sum of the strengths of each line, even if
unresolved. However, if the lines are strongly absorbing, the saturated width of each line may
blend into its nearby neighbor. The absorption strength will then depend on both the individual
lines strengths as well as the line separations. For example, in the analysis of the La Na doublet
lines, which are separated by 6m (A, the curve of growth is seen to deviate from the single-line
curve for t041 (see Fig. 3). The absorption spectra of the blended Na doublet is shown in Fig. 4.
The curve of growth derivation for two closely spaced lines is given in Appendix A.
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5. Analysis

5.1. Sodium lines

The Na absorption spectra consists of isolated He-like Ryberg series of absorption lines
1s2 � 1s2p ð1So

0 �
1P1Þ, 1s2 � 1s3p ð1So

0 �
1P1Þ, 1s2 � 1s4p ð1So

0 �
1P1Þ, 1s2 � 1s5p ð1So

0 �
1P1Þ,

and the H-like 1s� 2p1=2;3=2 doublet. The absorption strengths for each transition were
determined by numerical integration across each line. Fitting a single and a double Gaussian
line shape to each transition provided a check for these results. The double Gaussians more
accurately included the wings in some of the stronger lines, and typically gave 10220% higher
values in these cases. Uncertainties in the area were determined by the individual uncertainties in
the fitting parameters for the line width and height, as obtained from the w2 minimization for each
line. Relative uncertainties in the t0 parameter were set at 5% to include the approximate
uncertainties in the oscillator strengths. The Na 1s2 � 1s2p line at 11:003 (A partially overlaps with
the Feþ16 2s22p6 � 2s2p64pð1So

0 �
1P1Þ line at 11:025

(A, and was analyzed using two shifted double
Gaussians (see Fig. 5).
Although neither the ion nor the electron temperatures were measured, a photoionization

calculation described below predicts an electron temperature near 150 eV. At this temperature, we
estimate that the electron–ion (Feþ16) equilibration time is relatively fast, i.e., � 1 ns [28], and thus
we assume that T i � T e following the peak of the radiation pulse when the charge state
distribution is determined. Shown in Fig. 3 is a calculation with T i ¼ 150 eV and u0=uth ¼ 0:83.
The data are well fitted by this distribution over a wide range of line strengths. The resulting ratio
of Naþ10:Naþ9 (H-like:He-like) ground-state ions is 1:4:5. Note that the determination of the
ionization balance depends mostly on the relative absorption strengths of lines from each ion
stage, and is relatively insensitive to the ion temperature.
Fig. 5. Naþ91s2 � 1s2p and the Feþ162s� 4p absorption lines fit with two double Gaussians.
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5.2. Fluorine lines

A similar analysis of F absorption lines was performed using the H-like lines 1s� 2p1=2;3=2,
1s� 3p1=2;3=2, 1s� 4p1=2;3=2, 1s� 5p1=2;3=2, and the He-like 1s2 � 1s3p ð1So

0 �
1P1Þ, 1s2 �

1s4p ð1So
0 �

1P1Þ and 1s2 � 1s5p ð1So
0 �

1P1Þ lines. The absorption strengths were obtained by
integrating over each line and uncertainties determined from the uncertainties in the fits to the
lines. As above, using T i ¼ 150 eV and u0=uth ¼ 0:83, the curve of growth analysis yielded a ratio
of 6.0:1 for Fþ8:Fþ7. The reversed ratio for F relative to Na is due to its lower photoionization
threshold.

5.3. Iron lines

The Fe absorption spectrum was also analyzed using the one-dimensional expansion model
described above. Unlike Na and F lines, many Fe absorption features were comprised of multiple
unresolved lines, making the curve of growth analysis difficult. Instead, line positions and
oscillator strengths were first calculated using the HULLAC suite of codes [29], which generated
many thousands of lines. In some cases, line positions were modified to improve agreement
with the measured line positions. In case where a few strong lines are closely spaced, such as for
Feþ17 described below, more accurate line positions from Kelly [30] and Brown et al. [31] were
used. The charge state distribution for Fe was determined by varying each charge state
concentration, f i, to best fit the absorption line strengths. Tables 1–4 list the transitions and
measured wavelengths for the observed Fe absorption lines. A brief discussion for each ionization
stage is given below.

5.3.1. Feþ15

HULLAC calculations of Feþ15 transitions yielded 3 bands of lines in the wavelength regions
12:35212:75 (A ð2s22p63s� 2s22p53s4dÞ, 13:9214:1 (A ð2s22p63s� 2s2p63s3pÞ, and 15:1215:7 (A
ð2s22p63s� 2s22p53s3dÞ. The 15:1215:7 (A band was predicted to be the strongest, but was
spread over a region that blended into the noise of the film, making quantitative analysis difficult.
The 13:9214:1 (A was predicted to be a weaker narrow feature, and was not observed. The
first band at 12:35212:75 (A consisted of 3 subbands that are satellite transitions to the Ne-like
ð2s22p6 � 2s22p54dÞ triplets. The two strongest Na-like satellites, shifted up in wavelength
by 0:28 (A, were observed. The absorption strength for these satellite lines were used to deter-
mine the relative populations of the Feþ15 ion. Due to relatively weak absorption strength
and strong line blending, the uncertainty is large. The fractional abundance was found to be
� 0:05ð�0:03Þ.

5.3.2. Feþ16

As shown in Table 1 and Fig. 2, numerous Ne-like Fe absorption lines were identified,
such as for transitions 2s22p6 � 2s2p5nl; n ¼ 328; l ¼ s; d and 2s22p5 � 2s2p6np; n ¼ 325 transi-
tions. Due to the relatively high abundance of Feþ16, high-n transitions with weak oscillator
strengths were observable. The stronger low-n transition lines were saturated but when convolved
with the instrumental resolution gave peak fractional absorptions near 0:720:8: Using the
measured absorption strengths yields a fractional abundance for Feþ16 f þ16 ¼ 0:8� 0:1.
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Table 1

Feþ15 and Feþ16 measured absorption lines and wavelengths.

Ion Transitions Wavelength ð (A)

Feþ15 2s22p63s� 2s22p5ðP1=2Þ3s4d (bands) 12.41

2s22p63s� 2s22p5ðP3=2Þ3s4d (bands) 12.55

Feþ16 2s22p6 � 2s2p65pð1P1Þ 10.128

2s22p6 � 2s22p5ð2P1=2Þ8d 10.222

2s22p6 � 2s22p5ð2P3=2Þ8d 10.339

2s22p6 � 2s22p5ð2P1=2Þ7s 10.440

2s22p6 � 2s22p5ð2P3=2Þ7d 10.503

2s22p6 � 2s22p5ð2P1=2Þ6d 10.658

2s22p6 � 2s22p5ð2P3=2Þ6d 10.772

2s22p6 � 2s2p64pð1P1Þ 11.028

2s22p6 � 2s22p5ð2P1=2Þ5d 11.131

2s22p6 � 2s22p5ð2P3=2Þ5d 11.253

2s22p6 � 2s22p5ð2P3=2Þ5s 11.419

2s22p6 � 2s22p5ð2P1=2Þ4d 12.122

2s22p6 � 2s22p5ð2P3=2Þ4d 12.264

2s22p6 � 2s22p5ð2P3=2Þ4d 12.317

2s22p6 � 2s22p5ð2P1=2Þ4s 12.525

2s22p6 � 2s2p63pð1P1Þ 13.833

2s22p6 � 2s2p63pð3P1Þ 13.889

2s22p6 � 2s22p5ð2P1=2Þ3d 15.013

2s22p6 � 2s22p5ð2P3=2Þ3d 15.262

M.E. Foord et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 99 (2006) 712–729 721
5.3.3. Feþ17

Measurements of Feþ17 absorption lines were used to determine the ionic abundance as well as
to investigate the temperature sensitivity of population ratios between the ground state
2s22p5ð2P3=2Þ and the slightly higher energy level 2s22p5ð2P1=2Þ at 12.6 eV.
Shown in Fig. 6 are the F-like Fe absorption lines in the region 14:0214:6 (A. Although not

resolved, a total of 21 Feþ17 lines in this spectral region were used in the analysis (see Table 2).
Both measured [30,31] and calculated line positions and line strengths [29,32] were used to identify
line features and determine the relative ground state and upper state populations. The total
fractional abundance of Feþ17 was found to be f þ17 ¼ 0:15� 0:05, and the ratio of lower to upper
populations was 0:5� 0:15. This relatively large uncertainty in the ratio is due to the fact that the
lines are saturated and therefore, as discussed above, the integrated absorption strengths are not
linearly proportional to the populations.
The calculated ratio was then compared to predictions from the collisional-radiative code

Flychk (see below), which included a detailed accounting of all relevant atomic process between



ARTICLE IN PRESS

Table 2

Absorption lines used in the spectral analysis of Feþ17 in the wavelength region 14:0214:6 (A.

Ion Transitions lKð (AÞ lEð (AÞ lHð (AÞ lRM
ð (AÞ f H f RM

Feþ17 2s22p5ð2P3=2Þ � 2s22p43d (14.120) 14.136 14.144 0.062 0.069

2s22p5ð2P3=2Þ � 2s22p43dð2D3=2Þ 14.150 14.158 14.150 14.163 0.09 0.12

2s22p5ð2D3=2Þ � 2s22p43dð2D5=2Þ 14.202 14.208 14.198 14.213 0.82 0.90

2s22p5ð2P3=2Þ � 2s22p43d (14.204) 14.206 14.218 0.52 0.58

2s22p5ð2P3=2Þ � 2s22p43dð2S1=2Þ 14.255 14.263 14.274 0.19 0.23

2s22p5ð2P3=2Þ � 2s22p43d (14.256) 14.264 14.275 0.04 0.06

2s22p5ð2P3=2Þ � 2s22p43dð2D5=2Þ 14.373 14.373 14.381 14.394 0.28 0.32

2s22p5ð2P3=2Þ � 2s22p43d (14.397) 14.402 14.419 0.01 0.0068

2s22p5ð2P3=2Þ � 2s22p43dð2P3=2Þ 14.419 14.435 14.446 0.03 0.029

2s22p5ð2P3=2Þ � 2s22p43dð4D3=2Þ 14.453 14.465 14.479 0.19 0.23

2s22p5ð2P3=2Þ � 2s22p43dð2F5=2Þ 14.485 14.494 14.510 0.01 0.021

2s22p5ð2P3=2Þ � 2s22p43dð2F5=2Þ 14.536 14.534 14.545 14.558 0.18 0.21

2s22p5ð2P3=2Þ � 2s22p43dð4P3=2Þ 14.551 14.571 14.560 14.575 0.10 0.10

2s22p5ð2P3=2Þ � 2s22p43dð4P1=2Þ 14.581 14.590 14.610 0.04 0.042

2s22p5ð2P1=2Þ � 2s22p43dð2D3=2Þ 14.121 14.076 14.138 0.69 0.86

2s22p5ð2P1=2Þ � 2s22p43dð2P1=2Þ 14.344 14.343 14.341 14.351 0.58 0.66

2s22p5ð2P1=2Þ � 2s22p43dð2D3=2Þ 14.361 14.354 14.371 0.83 0.83

2s22p5ð2P1=2Þ � 2s22p43dð4P5=2Þ 14.419 14.413 14.427 0.16 0.17

2s22p5ð2P1=2Þ � 2s22p43dð2S1=2Þ 14.467 14.472 14.485 0.075 0.088

2s22p5ð2P1=2Þ � 2s22p43dð2P3=2Þ 14.610 14.616 14.615 14.634 0.064 0.067

lK, lE, lH, lRM, f H, f RM are from Refs. [30,31,29,32,29,32], respectively. Spectral data is fit with wavelengths from lK

and absorption strengths from f RM (see Fig. 6). Wavelengths in parentheses are estimates based on shifted lRM values

and best fit to data.

Table 3

Population ratios of Feþ17 levels 2s22p5ð2P1=2Þ=2s22p5ð2P3=2Þ.

T eðeVÞ NLTE ratio LTE ratio

30 0.35 0.33

50 0.39 0.39

70 0.40 0.42

100 0.40 0.44

150 0.41 0.46
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each level. The ratios of the 2P1=2=
2P3=2 populations as a function of electron temperature are

shown in Table 3. Due to its weak sensitivity in this regime, it is not possible to accurately infer an
electron temperature. However, this calculation suggests that T e430 eV, which is above the
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Fig. 6. Feþ172s22p5 � 2s22p43d absorption spectrum (solid) and multiple line fit (dashed) used to determine the Feþ17

abundance.

Table 4

Measured Feþ18 absorption lines and wavelengths.

Ion Transitions Wavelength ð (A)

Feþ18 2s22p4 � 2s22p34d 13.393

2s22p4 � 2s22p34d 13.427

2s22p4 � 2s22p34d 13.467

2s22p4 � 2s22p34d 13.650

2s2p5 � 2s2p43d 13.669

2s22p4 � 2s22p34s 14.707
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regime where 3-body collisional effects ‘‘begin to’’ dominate the ionization balance (see Fig. 7). As
discussed below, the photoionization code Cloudy also predicts T e � 150 eV.

5.3.4. Feþ18

Only a few very weak O-like Fe lines were observed. Feþ18 lines from transitions
2s22p4 � 2s22p34dð13:3213:65 (AÞ; 2s22p4 � 2s22p34sð14:707 (AÞ, and 2s2p5 � 2s2p43dð13:669 (AÞ
were tentatively identified (see Table 4). From this data an upper limit on the fractional
abundance of f þ18p0:05 was determined. It is interesting to note that the 13:669 (A absorption line
originates from the excited 2s2p5 level, which is 157 eV above the ground state. This absorption
line might therefore be useful as a temperature diagnostic in a more highly ionized plasma.

5.3.5. Fe charge state distribution
The resulting charge state distribution for Fe is shown in Fig. 7. Uncertainties in the

background level and signal to noise of the absorption spectrum were used to estimate the
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uncertainties in the charge state populations for each ion. The average charge state for Fe is
hZi ¼ 16:1� 0:2. Comparisons with various models are discussed below.

5.4. Oxygen

Both Oþ6 and Oþ7 are observed in the absorption spectra, possibly due to the small O
component in the plastic tamper and also possibly due to some oxidation of the Fe layer during its
manufacture. Therefore, it is difficult to assess the density and temperature of the O. The Oþ6 lines
observed were 1s2 � 1s5p ð17:396 (AÞ and 1s2 � 1s4p ð17:768 (AÞ. The Oþ7 lines observed were
1s� 5p ð14:821 (AÞ, 1s� 4p ð15:176 (AÞ, and 1s� 3p ð16:006 (AÞ.
6. Photoionization models

The charge state distributions for Fe, Na, and F were calculated using four photoionization
codes, Cloudy [6], Galaxy [33], Flychk [34], and Nimp [35]. To simplify the discussion, these codes
were run in a steady-state mode at a single temperature and density, i.e., having no spatial
variation (0-D). The measured absolute spectral brightness from the pinch is applied as an
imbedded isotropic radiation field, using a solid angle calculation between the pinch and the foil.
The 0-D modeling implicitly assumes that the continuum radiation is approximately uniform
across the plasma. This was verified with a separate 1-D Cloudy calculation that included
radiation transport across the plasma [36].
In order to account for the estimated few nanoseconds required to reach steady-state

equilibrium [34,37], the values of the absolute spectral flux and sample density ðne ¼ 2:0� 0:7�
1019 cm�3Þ used in the calculations were taken at +3ns after the peak of the radiation pulse.
The radiation flux decreases slightly during this time ðp20%Þ while the density decrease due
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to foil expansion is much less. Therefore we estimate that x, which depends on their ratio,
decreases from 25 to 20 erg cm s�1 during this time, which has very small effect on the ioniza-
tion balance.

6.1. Cloudy

Cloudy [6] is a large-scale spectral synthesis code designed to simulate fully physical conditions
within an astrophysical plasma and then predict the emitted spectrum. Cloudy relies on atomic
databases to allow accurate comparisons with spectral emission data. Cloudy calculates both the
ionization balance and the electron temperature by a detailed energy accounting of all relevant
heating and cooling processes in the plasma, such as from collisional excitation followed by
radiative cooling. Our first model calculation included a restricted set of Fe emission lines that
effectively treated the Fe resonance lines as optically thick. This assumption is consistent with the
measured saturation of the strongest Fe lines and the curve of growth plots shown in Fig. 3. This
model yielded an electron temperature near T e ¼ 150 eV and an average charge state hZi ’ 16:0,
in reasonable agreement with both the measured distribution width and the average ionization
state (see Fig. 7). To test the sensitivity to optical depth effects, a second model was constructed
which treated all lines as optically thin. This optically thin model yielded a much lower
temperature T e ¼ 38 eV, due to enhanced cooling from line emission, and a distribution that
peaked at Feþ12. The optically thin approximation is therefore inconsistent with the Fe absorption
data and the concomitant change in the state distribution. A more accurate calculation would
include a self-consistent treatment of the line transport and population kinetics in an expanding
geometry, which is beyond the scope of this work.

6.2. Galaxy

For a given density, temperature, and incident radiation field, Galaxy [33] calculates the
steady-state ionization balance within the plasma. Collisional and radiative excitation and
ionization, as well as autoionization and all reverse processes, are included. A rate matrix that
couples the initial and final levels using simple scaled-hydrogenic expressions is constructed.
Accurate Hartree–Dirac–Slater(HDS) cross-sections are used for photoionization out of the
ground state of arbitrary ionization stages for elements up to Z ¼ 30. For photoionization
out of the excited levels, scaled HDS cross-sections are used if the electron being removed is also
present in the ground state, and Kramers cross-sections are used otherwise. Corresponding
radiative recombination rates are calculated using detailed balance. The Galaxy code employs
an average-of-configuration approximation for electronic states with a principal quantum
number np5 and averages over all the configurations with the same principal quantum number
for higher n.
Using these values, the charge state distribution for Fe was calculated for various temperatures

between 30 and 210 eV (see Fig. 7). Above 70 eV, the distributions peak near Feþ16 and are quite
insensitive to the electron temperature. In this temperature regime (90–210 eV) calculations
indicate that photoionization of Fe L-shell ions dominates over collisional ionization processes by
more than a factor of 10. The weak temperature dependence of the charge-state distribution
therefore is likely due to the thermal electrons having insufficient energy to ionize the L-shell ions
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in this regime. Below 50 eV, the contribution from three-body recombination begins to dominate,
reducing the degree of ionization substantially.
The average charge state predicted by Galaxy in the 90–210 eV temperature range is
hZi ’ 16:4� 0:2. The uncertainty in hZi is determined from folding in the uncertainties in the
absolute flux (�20%) and density (�35%) measurements. The calculated distribution is slightly
more ionized than measured. This may be due, in part, to the fact that the measured time-
integrated absorption spectrum is weighted by the time history of the backlighter intensity, which
peaks a few nanoseconds before the sample reaches steady-state equilibrium, resulting in a slightly
lower average charge. Galaxy calculations of H to He-like ratios for F and Na yielded ratios of
6:7:1 and 1:1:4, respectively at Te ¼ 150 eV. The F ratio agrees well with the data ð6:0:1Þ, while the
Na data ð1:4:5Þ is substantially less ionized than predicted.

6.3. Flychk

Also shown in Fig. 7 are model calculations from the collisional-radiative code Flychk. Energy
levels and level populations were calculated using a hydrogenic approximation. Details of the
code can be found in Ref. [34]. At Te ¼ 150 eV, Flychk predicts a slightly higher average
ionization hZi ’ 16:5. It is interesting to note that Flychk and Galaxy predict broader
distributions than Cloudy. For example, for T e between 70 and 210 eV, Galaxy predicts an
average charge that varies between 16.2 and 16.4 and a FWHM that varies between 1.6 and 1.7,
much broader than 1.2 for Cloudy. Differences in the widths are likely due to differences in the
specific rates that couple the Feþ15, Feþ16, and Feþ17 ions.

6.4. Nimp

A simple but powerful method for modeling the non-LTE effects in a partially ionized plasma is
to treat the distribution of ion stages as a single ion having non-integer electron population in
each shell [38]. Rose et al. [35] have developed an average atom model (Nimp) for the purpose of
modeling photoionized non-LTE plasmas. All relevant collisional and radiative processes are
included. Autoionization and dielectronic recombination rates are calculated for individual
principal quantum levels as approximated by Albritton and Wilson [39]. More details about this
code can be found in Refs. [33,35]. Calculations and comparisons with data for Fe are shown in
Fig. 8 (from Ref. [35]). Also shown are calculations that do not include the radiation field, which
clearly illustrates the importance of the X-ray radiation on ionizing the Fe plasma into the L-shell.
Excellent agreement for F and Na are also presented in Ref. [35].
7. Summary and discussion

The main goal of these experiments was to produce a strongly photoionized plasma in which
the degree of ionization, the density, and radiation flux were independently measured. This work
was motivated in part by the recent Chandra and XMM-Newton missions, which are now
providing detailed X-ray spectra from strong astrophysical sources, such as AGNs. These
experiments were designed to reach an ionization parameter x in range of 10–100, which is
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Fig. 8. Measured Fe charge-state distribution (solid dots) and comparisons with the average atom code, Nimp (open

dots). Results from Nimp with no radiation field are also shown (open squares) (from Ref. [35]).
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relevant to X-ray emission regions near these objects, allowing photoionization codes to be tested
in this regime.
Comparisons with four photoionization codes showed reasonable agreement, both with the

data and each other. Surprisingly, even the simplest average atom code agreed well with the data.
This suggests that such an approach may be sufficient for large-scale modeling, where computer
runtime is often hampered by the complexity of the atomic modeling. Simulations with and
without the radiation field also directly confirmed that photoionization was the dominant
ionization process for these plasmas. More detailed discussion about differences between the
codes is beyond the scope of this work, but we hope will be addressed in the future. We also hope
these results will stimulate interest in future experiments at the ZR-facility upgrade and at the
National Ignition Facility at LLNL, where even higher radiation fluxes are anticipated.
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Appendix A

The absorption profile for two lines with oscillator strengths f 1 and f 2 separated by energy Dn is

tn ¼
k0

s
ffiffiffi
p
p

u0

Z u0

�u0

g1 exp
�½nð1� u=cÞ � n0�2

s2

� �
þ g2 exp

�½nð1� u=cÞ � n0 þ Dn�2

s2

� �
du,

where here k0 ¼ pe2N iLðf 1 þ f 2Þ=2mec and g1 ¼ f 1=ðf 1 þ f 2Þ and g2 ¼ f 2=ðf 1 þ f 2Þ.
Nothing uth=c ¼ s=n0 and defining y ¼ ðn� n0Þ=s, w ¼ y� nu=uthn0, z ¼ y� nu=uthn0 þ Dn=s:

tnðyÞ ¼
k0uth

su0

Z yþnu0=n0uth

yþnu0=n0uth

g1
e�w2ffiffiffi

p
p dwþ

Z yþnu0=n0uthþDn=s

y�nu0=n0uthþDn=s
g2

e�z2ffiffiffi
p
p dz

( )
.

Integrating and then assuming n=n0 � 1 yields

tnðyÞ ¼
k0

2s
g1

ferfðyþ u0=uthÞ � erfðy� u0=uthÞg

u0=uth

� �

þg2
ferfðyþ u0=uth þ Dn=sÞ � erfðy� u0=uth þ Dn=sÞg

u0=uth

�
.

The curve of growth equation is then

A

s
¼

Z
f1� expð�tnÞgdy ¼

Z
½1� expf�t0hðyÞg�dy,

where t0 ¼ 2k0=
ffiffiffi
p
p

s is the line-center optical depth of the sum of the line strengths, and hðyÞ is
defined through tnðyÞ. Due to the fact that both A=s and t0 depend on 1/s, the function is
independent of s and thus T i, even for the case of doublet lines. For a given line separation and
T i, a family of curves is generated that are only a function of u0=uth.
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